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Abstract. In this paper, we propose an approach towards predicting the trend of 
stock price values by analyzing the relevant words occurring in social media 
like Twitter and by performing a time series analysis of the performance of the 
stock over the years. We obtain training data and train them separately against 
normalized values of stock prices themselves using neural networks and obtain 
the desired results by using the outputs of these separate approaches as the 
training data for another separate neural network that predicts the trend in the 
stock’s future pricing along with the values with a certain degree of accuracy. 
 
Keywords: Neural Networks, Word2Vec, LSTM 

 
1 Introduction 

 
Stock prices are changing dramatically everyday in market. There is a trade off between supply 
and demand. If the demand increases and the price will go automatically high. Alternatively if the 
people want to sale their goods than buying the demand would be more than the supply and the 
cost will be down. 
Instead of collecting complete news articles predictions are made based on the tweets made by 
people on a social platform like Twitter to discern the people’s opinion about a particular stock. 
 
The reasoning behind this approach is that some of the greatest progress in deep learning has 
been in the area of text processing. This capability opens the door for the possibility of leveraging 
the enormous corpus of unstructured, qualitative textual data related to companies that can be 
found in SEC filings, news reports, blog posts, social media, and earnings transcripts. 
 
The idea behind this paper came from a suggestion in an online article that Berkshire Hathaway’s 
prices changed whenever tweets related to actress Anne Hathaway were made [11]. From this 
fact it was discerned that automated trading algorithms made trading decisions based on the 
topics that were trending on Twitter. In this paper we attempt to identify such potential 
fluctuations caused by the trading algorithms that use twitter to make trading decisions 
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We try to extrapolate stock prices of large scale publicly traded companies like 
Alphabet(GOOG/GOOGL) which are frequently talked about in social media. This idea is 
discussed in six sections. Following the introduction in Sect.1,the research material used for 
studying keyword based prediction of stock values are discussed in Sect.2. The process of 
obtaining and cleaning social network data and stock quotes is discussed in Sect.3. In Sect.4 we 
explain the proposed approach for predicting stock values.  

 
2 Related Work 

 
The approach taken by existing methods tries to make predictions about the direction of 
movement of the stock that is if the value of a stock is going to increase or decrease. The 
existing methods of predicting stocks use a sentiment analysis of the text in the traditional 
sense by trying to figure out if a given body of text conveys a positive or negative tone towards 
a subject[3]. There has also been an instance where recurrent neural networks such as LSTM 
networks have been used to model the trend followed by the price values taken by the stocks 
which accounts for patterns of rallies and corrections. 
 
[1] tries to improve stock prediction using an implementation of neural networks with a back 
propagation algorithm for the stock market. In[2] this study, the authors were able to get a 
prediction with accuracy of 64% which is taken as the original method to benchmark against 
in our studies. 
 

3 Data Pre-Processing 
3.1      Cleaning Twitter Data 

The Tweets are extracted from Twitter using their APIs’ to search for specific keywords 
related to the company that was studied in the sample. The keywords were chosen empirically 
and the tweets containing those keywords were extracted and stored.  

 
1) Tokenization: Tweets can be divided into individual words based on the space and irrelevant 
symbols like emoticons are removed. List of individual words for each tweet can be formed by 
us. 
 
2) Stopword Removal: Words which don’t have emotion are named as Stop words. After 
splitting a tweet, words like a, is, the, with etc. are removed from the list of words. 
 
3) Regex Matching for special character Removal: Python is used to for Regex matching to 
match URLs and could be replaced by the term URL. Often tweets consists of hash tags(#)and 
@ addressing other users. They are also replaced suitably. For example, #Microsoft is replaced 
with Microsoft and @Billgates is replaced with USER. Prolonged word showing intense 
emotions like coooooooool! is replaced with cool! After these stages the tweets are ready for 
sentiment classificati However, these tweets collected over a period of 3weeks are considered 
dirty as they contained emojis and they were removed during the cleaning processes that 
included stemming and lemmatization of text[4]. This was followed byt he creation of a 
Word2Vec model generated by the corpusof text that was collected using the real-time tweet 
approachintermittently over a period of 5 months and then applied the same cleaning process as 
mentioned above. This gave us the Word2Vec values that were used the deep learning model for 
prediction of changes in values based on not emotional sentiment but the market sentiment that 
correlates specific keywords with increases or decreases in the values of the stock as was 
observed in the case of Berkshire Hatha way[5]. Social data for Sentiment analysis is fetched 
using the Twitter API. It has a python library known as Twython[11]. 
 

The cleaned tweets are preprocessed and converted into numeric representation for 
training the dense network. 
 
3.2      Collection of Stock Quotes 
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The financial data is collected from Yahoo Finance, which is a data source for stock 
market prices. 

4 Proposed System 

In our proposed approach as shown in Fig.1, one Long Short Term Memory(LSTM) 
Network[7] , one Dense network [6] and one Shallow Network [6] is used. The LSTM 
[7] is used to perform multivariate time series analysis on historical stock data obtained 
from Yahoo! Finance. The dense network is used to perform sentiment analysis on social 
data collected from Twitter. 

 
 

Fig.1: Architecture of the Proposed System 

4.1  The LSTM Network Trained on Time Series 

The LSTM [7] is used to perform multivariate time series analysis on Historical stock 
data obtained from Yahoo! Finance. 
 

Processing the Window 

The stock data is preprocessed by converting it into windows of a specified length. 
These windows are given as an input to the LSTM network [7]. The target value to be 
predicted is the stock price values for the next day after the end of the window. 

 

Normalizing Stock Data 

The historical stock data does not have a nice pattern that could be easily 
approximated. Using these raw values in a neural network would break the 
optimization process itself as the network will not converge to any sort of optimum 
values. Hence we need to normalise these kind of real world data before feeding it 
into a network. We will take each n-sized window of training/testing data and 
normalize each one to reflect percentage changes from the start of that window, so the 
data at point i = 0 will always be 0. 

𝒏𝒏𝒏𝒏 = �
𝒑𝒑𝒏𝒏
𝒑𝒑𝒐𝒐
� − 𝟏𝟏 

Denormalizing Stock Data: 

After the network is trained, we use it to predict a value by giving a window as input. 
This predicted value is in the normalized format, which we need to denormalize to get 
the actual output. We can get the denormalised output by using the given formula 



4 
 

𝑝𝑝𝑖𝑖 = 𝑝𝑝0(𝑛𝑛𝑖𝑖 + 1) 
4.2  The Multilayer Dense Network Trained on Twitter Corpus 
This step would be using the word2vec model for the deep learning implementation 
using a dense network[6]. The algorithm used in our implementation is elucidated 
below: 
 

 

 

Initialization: 

embeding_model = doc2vec(tagged_sentences) 

embedded_model.wv["crashing"] = [-0.327,0.325,...] 

Reduction of Dimensions: 

 
The variable d2v model represents the Word2Vec Model [5] that was generatedfrom a 
collected twitter corpus. 

Neural Network Design: 

X is the training data vector of numerical representation of tweets 

W is the weight matrix 

Y be the output matrix 

Neuron Function: 

The neuron equation is defined as : 

𝐹𝐹(𝑥𝑥) = (< 𝑤𝑤, 𝑥𝑥 >) = �𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖

𝑘𝑘

𝑖𝑖=0

 

The loss function is given by  

 

𝐸𝐸(𝑥𝑥,𝑦𝑦) =
1
𝑛𝑛
�𝑦𝑦𝑖𝑖

𝑛𝑛

𝑖𝑖=0

𝑙𝑙𝑛𝑛𝑙𝑙(𝑥𝑥𝑖𝑖) + (1 − 𝑦𝑦𝑖𝑖)𝑙𝑙𝑛𝑛(1 − 𝑙𝑙(𝑥𝑥𝑖𝑖)) 

where, 

x = x1, x2,…xni.e input set 

y = y1, y2,yni.e output set 

The losses are adjusted and the weights are updated using the following formula 

𝑾𝑾𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒏𝒏𝒄𝒄 = 𝒘𝒘𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒏𝒏𝒄𝒄 − 𝜼𝜼𝜼𝜼𝜼𝜼(𝒘𝒘𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒏𝒏𝒄𝒄) 
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where, 
wcurrentis the current weight matrix 
𝜼𝜼 is the learning rate 
E is the error function 

The numerical representation of the tweets are fed into the neural network[6]  thus 
constructed to obtain stock price predictions independent of the previous LSTM  
method[7]. 

 

 

 

4.3  The Final Shallow Network Trained on Results from LSTM and Dense 
Networks 

The exact architectures of the LSTM[7]  and Dense Neural Networks[8]  are designed 
by empirical methods to get the desired efficiency. The results from the time series 
model(LSTM)and the twitter sentiment model(Dense Network) [9] are fed into a 
shallow two layer network which is largely similar to the dense network  described in 
Sect. 4.2 but has only two layers in its neural network which is used to find the 
weighted averages between the two outcomes. This gives us the final result for the 
prediction. 
 
5 Result Analysis 

The results obtained from proposed prediction models are as follows: 

1. The opening values predicted as in Table 1 have an error margin of ±0.008565% 

2. The high values predicted as in Table 2 have an error margin of ±0.005578% 

3. The low values predicted as in Table 3 have an error margin of ±0.009845% 

4. The closing values predicted as int Table 4 have an error margin of ±0.007049% 
 

We get an average error margin of ±0.007759% in all these results shown below in 
the Tables[1-4] and the graphs in Fig.[2(a)-2(d)] results in which the graphs above in 
each of the charts represent the real market prices while the graphs below in each of 
the charts the predicted prices generated by our model. 
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Fig 3.Comparison of Deep Neural Netsvs SVM 

 

6  Conclusion 
The graph in Fig.3 gives us an overview of the performance of our proposed 

deep learning method vs the original method of prediction taken for consideration 
[10].  When it comes to predicting the direction a stock takes as observed from the 
above results vs the results from the previously most effective method. Hence we find 
that the proposed method of using both sentiment data from twitter obtained by 
training the processed tweets along with the time series data against the stock values 
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help us gain an advantage over the existing methods of predicting the stock market as 
we get an approximately average error margin of only ±0.007759% in all the 4 
parameters of the stock prices. We could not only find the trend about to be followed 
by the stock prices in the near future but can also be helpful in reasonably predicting 
the approximate price of the stock on that day based on public sentiment from twitter 
and time series analysis of the price trend. This may help in making useful 
investments decisions to enrich one’s investment portfolio. 
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