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Abstract. One of the major diseases that affect young to old aged women in re-
cent times is breast cancer. It almost ranks as the first cause for death in women 
across the world. The survival rate of people suffering with it ranges some-
where between 40% and 60% depending on the development terms of particular 
countries. Hence, it becomes quite important to be able to diagnose such a dis-
ease at a stage as early as possible, so the patient could look out on the available 
options for treatment. Therefore, in this project, we propose such a breast can-
cer detection system which predicts the nature of the cancer, either benign or 
malignant by processing the mammographic image of the patient. The model 
basically uses a range of digital image processing techniques and also algo-
rithms of ML in the process to output the prediction. It is trained using the 
MIAS breast cancer dataset. The input image is first resized, gray-scaled, and a 
gaussian filter is applied on it to remove background noises. It is then segment-
ed and fed to the neural network, which gives the output prediction as an integer 
value (each value corresponding to a predicted class). The project also has a 
second stage where the severity of the cancer is also detected by taking input of 
other detailed attributes of the mammogram. 
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1 Introduction 

As the chartspicturize, one driving reason for death in ladies over the entire world is 
breastcancer.It is a frequently occurring cancer in women, which actually affects al-
most 2.1 million women every year. It is surveyed to usually affect women morein the 
better developed regions, although rates areincreasing in all regions worldwide. Alt-
hough prevention is not a feasible option, improvement of outcomes and survival of 
breast cancer is an option that we may consider for betterment of the situation. In 
order for that improvement, an early stage detection of the cancer becomes quite criti-
cal. By detecting it at very early stages,it is conceivable to take into consideration 
increasingly successful treatment to be utilized which may lessen the danger of death 
from breast cancer growth. There have been a lot of researchers and scientists work-
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ing in this field to come up with techniques to allow for early stage detection of breast 
cancer.  

 
 Since this involves a lot of prediction that has to be accurately done, it is most 

feasible to use machine learning in this particular field. There are a number of ML 
techniques and algorithms which are used in such cancer detecting models, also giv-
ing a good rate of accuracy since it becomes most important to be very sure of the 
outcome, keeping in mind medical data. Some of them give a great rate of accuracy 
but may not be able to handle particular inputs, and some vice-versa. Hence, it be-
comes important to look at every aspect when choosing a particular technique or algo-
rithm in building a model. Some very important ones are robustness, accuracy, time 
complexity and so on. By making an analysis of such algorithms keeping all parame-
ters in mind, this paper presents a breast cancer detection model using the MIAS da-
taset to train the model. 

 
 The MIAS is a research group in the United Kingdom, which interests itself in 

studying mammogram images from which they generated a digital database out of the 
research done. The dataset consists of 322 breast images from 161 patients. This par-
ticular dataset is used to train the model to output a proper prediction. The images are 
first pre-processed using a number of digital image processing techniques after which 
they are passed on to the neural network. The first stage the image undergoes is resiz-
ing, done to ensure all images are of same resolution. The resized image is then gray-
scaled and a gaussian filter is applied to remove all the background noise that may be 
present in the image. The smooth filtered image is then passed on for segmentation 
done by binary conversion. The further steps involve feature extraction and classifica-
tion. The classification is done using a K-NN classifier, outputting the nature of the 
cancer. Furthermore, the detailed attributes of the cancer are also used in the project 
to predict the degree of severity of the cancer using a convolutional neural network. 

2 Literature Review 

[1] represents the breast cancer detection system that detects and classifies abnormali-
ties or cancerous tissue region in mammograms. This system uses several image pro-
cessing techniques like pre-processing by using median filter, cropping, segmentation 
by using Otsu’s thresholding, feature extraction by GLCM and also uses machine 
learning algorithms like K-Nearest Neighbours formammogramclassification into 
normal, benign and malignant.Image Database, Image pre-processing, Image segmen-
tation, feature extraction and classification of an Image are the key five stages in this 
system. From the first stage i.e., Image Database they have used mini – MIAS data-
base which consists of three types of breast images: normal, benign and malignant 
from 161 patients. The second stage is Image pre-processing where the background 
noise which is irrelevant and unwanted is being removed by using median filter.The 
third stage in this system in Image segmentation where the image is partitioned into 
several meaningful constituent components. This is done by using a technique called 
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Otsu’s thresholding technique, which separates background image from foreground 
image by setting up a threshold value. The following stage is feature extraction where 
they used two types of texture features: 1storder texture features (mean, skewness, 
standard deviation) and 2ndorder GLCM texture features (correlation, homogeneity, 
entropy, energy, contrast) are computed. The last stage is classification where k-NN is 
used as classifier for  breast image into normal, benign and malignant. This system 
achieves 92% of true classification accuracy. [2] represents the breast cancer detec-
tion system by classifying the mammograms using texture analysis. For textural pat-
tern analysis of a mammogram breast image we use LBP and LGP techniques. The 
generated patterns are classified using SVM. The whole system undergoes four stag-
es: Mammogram Image Acquisition, Pre-processing, Texture Image and Classifica-
tion using SVM classifier. MIAS dataset is used as the input to the system which is 
for Mammogram Image Acquisition step. The pre-processing stage enhances the im-
age in such way to differentiate the gray levels between the desired objects and also 
reduces the irrelevant noise without disturbing the important texture features. And 
then LBP is used to obtain texture features where LBP transforms mammographic 
image into texture image. This texture image is obtained by comparing the centre 
pixel of a 3X3 matrix with its neighbouringpixels, ifcentre pixel value is greater than 
its neighbouring value then the neighbour value is made as 0 otherwise 1. These val-
ues are taken in a sequential order to form 8-bit decimal code. All the pixels are con-
sidered as centre pixel and decimal codes are generated to form new matrix (texture 
image). LGP is similar but the average of all pixels is computed and replace the centre 
pixel with this average value. Then the same comparison should be made as in LBP 
and the new texture image matrix is obtained. These computed values are given to 
SVM classifier for further classification of an Image. As a result, the accuracy of 91% 
is obtained with LBP and accuracy of 95% is obtained with LGP. 

 
 

[3] mainly throws light upon the use of deep learning techniques for mammogram 
analysis.Mostly it is a study about the various automatic system- aided classification 
techniques that can be applied to a mammographic image and the diagnosis can be 
done at an ease in terms of human effort and accuracy.Deep learning involves con-
cepts such as convolutional neural network which are the most used in modern day 
applications. The paper puts forth the application of CNN in various mammographic 
image analysis procedures.There are variations of CNNs that are used in a wide varie-
ty of applications, namely RCNN (Region based convolutional Neural Network), Fast 
RCNN, Faster RCNN and YOLO to name a few.These are specialized ways of apply-
ing the neural network to perform segmentation on the processed mammogram im-
age.[2] also describes about some of the top-listed datasets that can be used in the 
study of breast cancer, such as the mini-MIAS,Digital Database for Screening Mam-
mography (DDSM) and the Mammographic Image Database for Automated Analysis 
(MIDAS) .There are certain basic steps that may be followed with some variation in 
every breast cancer detection procedure.The first of them being the mammogram pre-
processing, enhancement, segmentation, feature enhancement and classification into 
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benign or malignant. Lastly, it also talks about how the calcification can be detected 
and classified by using thresholding. 

 
[4] puts forth an understanding of the different machine learning algorithms which 

are on top of the charts, used in many applications, the advantages and the disad-
vantages of using a particular algorithm and the performance metrics that were ob-
tained when all those algorithms were experimented on the Wisconsin Diagnosis 
Breast Cancer Dataset. The paper mainly focuses on three particular algorithms, 
namely the Random Forest, the K-Nearest Neighbour and the Naive Bayes algorithm. 
Some of the performance metrics that it considers to compare the algorithm are accu-
racy percentage of the prediction, the time complexity, the kind of problems that the 
algorithm can handle (classification and regression) and some other parameters. The 
dataset that has been used in this paper has 569 instances totally and also lacks any 
kind of missing values. The target output is either malignant or benign based on all 
the variables considered as area mean, perimeter mean, texture main and diagnosis, 
which are the most influential. The training set had 398 observations and the testing 
set had 171 observations. All the three algorithms were tested on the dataset and it 
was inferred from the confusion matrix obtained that the K- Nearest Neighbour algo-
rithm gave the most accurate prediction and was the most efficient of all the three. 

 
 
In [5] IDSS is developed to diagnose breast cancer. Image pre-processing, Seg-

mentation, Feature extraction, and Classification are four main stages designed in 
IDSS. In [1] we consider MRI images of a patient as an input. Pre-processing- noise 
and artefacts are removed leaving only the breast region. Therefore, the values of the 
objects with greater threshold are eliminated. Weiner filter and clahe filter removes 
noise while removing the background for enhancing image quality. Segmentation - 
ROIs from various mammogram images are used to segment by gathering similar 
pixels of image in a connected region or disconnected region based on the intensity of 
gray level in K-means algorithm using methods like clustering. Hence, K-means algo-
rithm-based regions of mammogram images are partitioned. DWT and GLCSM are 
methods in feature extraction for ROIs of a mammogram.  

 
Original image is decomposed into four new sub images where the size of each sub 

image is one-fourth of the original image. Special distribution attributes based on gray 
level in a texture image are measured through GLCM. Inputs are taken from the ex-
tracted features and produces the output in the form of classification decision. Benign, 
Malignant, and Normal are the three classes of the output obtained. ANN classifies 
the mammogram in the proposed IDSS. MIAS is a dataset used for the evaluation 
ofIDSS with an average accuracy of 96.563% using 10 folds cross validation tech-
niques. 

In [6] the correctness of data classification with respect to accuracy, a model and 
various optimization algorithms are developed where they are feasible for computer 
aided diagnosis. Wisconsin breast cancer is a dataset with the features of digitized 
image. Involving data, performing task on the data, choosing the model, Evaluat-
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ingthe loss function, Identifying the model’s parameter by the learning algorithms and 
Evaluation the final stage.  A DNN is built with sigmoid neuron can classify the task 
trained where it is implemented on the mammogram datasets.  

 
In [6] three different models are built such as two-layer sigmoid neurons, three-

layer sigmoid neurons and four-layer sigmoid neurons. Sigmoid neuron induces a 
small change in the output with respect to changes in the input. Due to this phenome-
non output values ranges from 0 to 1. Optimization algorithms minimize or maximize 
error function E(x). To minimize the function RMS and SGD optimization algorithms 
are used. RMS propagation is the gradient descent of weighted average but the only 
difference is in updating parameters. SGD is linked with a random probability where 
some samples are selected for each iteration. In [6] 70% data is considered for train-
ing and 30% is considered for testing. Training accuracy, testing accuracy, training 
loss, testing loss for RMS propagation shows various changes but for SGD it approx-
imately shows no change on this model with a sigmoid activation function to mini-
mize the binary cross entropy loss. 

[7] represents simple techniques for detection  of breast cancer in mammogram. 
Segmentation, Removal of pectoral muscle and Classification are the three key steps. 
This system consists of five stages: Median filtering, ROI, removal of pectoral mus-
cle, Feature extraction and SVM based classification. In the first stage i.e., Median 
filtering is applied to remove all the background noise in the mammogram. The sec-
ond stage Extraction of breast region it contains two section  

1. Generation of binary mask is done through Otsu’s thresholding method  
2. Connected computing here is to extract the largest component from the binary 

mask.  
The third stage Removal of pectoral muscle a pectoral muscle has highest bright-

ness level when compared to other cancerous tissues so using a canny edge dedication 
and straight line approximation technique it completely removes all the pectoral mus-
cles in the breast region.  

The fourth stage is feature extraction where breast region feature will be extracted 
from normal and abnormal tissues, feature extraction is performed through GLCM 
technique which several features will be extracted. 

 The final stage is SVM based classification the SVM based classifier gives the 
boundary between positive and negative class features. This system technique is vali-
dated on Mini-MIAS database. This can be applied successfully in a CAD system for 
detection breast cancerous tissues. 

[8] represents the detection of breast cancerusing ANFIS - adaptive neuro-fuzzy in-
terference system where the ANFIS is used asclassifier and AR – associative rules 
technique is basically used as selection of features. The Cuckoo OptimisationAlgo-
rithm(COA) is used to find optimal value of radius. The Wisconsin Breast Cancer 
Detection (WBCD) which will provide high detection accuracy. Feature selection 
module, Classification module and Optimisation module are the three key modules. 
The main goal of this algorithm is to classify whether the cancer is normal, benign or 
malignant stage.Basically it uses samples of 66% in training phase and 34% for test-
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ing proposed methods. The ANFIS and selection features will accurately recognize 
the tumour type with 99.26% of accuracy. 

3 Proposed Methodology 

In this project, mainly there are two phases as follows the first phase and the second 
phase, the first phase is divided into five different modules, they are Image acquisi-
tion, Image/data pre-processing, Image segmentation, Feature extraction and Classifi-
cation. 
 
 

 
 

Fig.1. Proposed System Overview 

3.1 Image acquisition:  

 
Mini – MIAS database is used as input for this breast cancer detection system. 
MIAS is nothing but Mammographic Image Analysis Society. It consists of 322 
breast images from 161 patients and they are of three types of cancerous tissue: 
normal, benign and malignant. Of these breast images 208 are normal, 63 are be-
nign & 51 are malignant. 
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Fig.2. MIAS Dataset 

3.2 Image pre-processing: 

There are three intermediate stages in pre-processing of an image. They are: 

Resizing the Image:. 
 
This is the first stage of pre-processing the image where the images are 
scaled to a size i.e., suitable for next stage processing. Resizing or distorting 
an image from one-pixel grid to other is called Image Interpolation. Two cat-
egories of Interpolation algorithms adaptive and non-adaptive techniques are 
used for Image Resizing. In order to increase or decrease total no. of pixels 
Image Resizing is implemented. 
 

 
 

Fig.3. Resizing the Image 

Gray Scale Conversion:. 
 

Converting a resized image into a gray scale image i.e.; an image composed 
exclusively shades of grey. Continuous tone images with unlimited number 
of shades of gray to an image that a computer can manipulate typically 
around 16 to 256 levels of intensity is a technique called gray scaling. 
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Fig.4. Gray Scale Converted Image 

Gaussian Filtering:. 
Due to brightness characteristics of a pixel which is a background noise im-
age pre-processing is necessary. It removes noise by Gaussian filter and re-
sults in a blur image or smoothed image.Then the image is cropped for fur-
ther processing. 

 
Fig.5. Gaussian Filter 

 

 
 

Fig.6. Filtered Image 

3.3 Image segmentation:  

 
Image segmentation is a process of partitioning of an image into several constitu-
ent components. Here , this stage is divided into two substages- Binary Conver-
sion and Image splitting. Binary conversion is used to segment an image. The al-
gorithm returns a single intensity threshold that separate pixels into two classes 
mainly foreground and background 
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Fig.7. Segmented Image 
 

Splitting up of an Image:. 
 
Here the extracted image is spilt into 16 sub images in-order to rule out the mus-
cle part of the image. After splitting the image, watershed algorithm is used to get 
the actual white pixel count from the sub images. 

 
Fig.8. Splitting the Image into 16 sub-images 

 

3.4 Feature extraction:  

 
Feature extraction is a method of capturing visual content of images for indexing 
and retrieval. We consider two types of texture features for the process of extrac-
tion they are 1st order and 2nd order texture features. 1st order texture features are 
calculated from individual pixel and need not to consider the neighbouring rela-
tionship. 2nd order texture features compute the statistical features from the pixel 
of the neighbouring relationship. Mean, standard deviation, skewness are the ex-
amples of 1st order texture features. Energy, entropy, homogeneity, correlation, 
contrast are the examples of 2nd order texture features. 
 

3.5 Classification:  

We use k-NN classifier for the purpose of classifying the image. K-NN classifier 
works by finding the distances between the query and all the examples in the da-
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ta, selecting the specified number of examples closest to the query, then votes for 
the most frequent label. We choose the value of k, by a method known as the el-
bow method, wherein the process will be repeated for a number of k values, and 
finally, the one with the least error percentage will be chosen as the optimal k 
value. This will process and returns an integer value of 0 (Benign) or 1 (Malig-
nant). 

 
Fig.9. KNN Classifier 

Second phase:  
After the classification of an image either into benign or malignant, we proceed into 
further phase. In this phase if an image is labelled as malignant, then we take some 
other parameters of an image into consideration. Few such parameters are mean, 
standard deviation, entropy, skewness. By using neural network, we again classify an 
image into 3 stages they are 1st stage, 2nd stage and 3rd stage, then we suggest the vic-
tim to undergo neo-adjuvant chemotherapy. 
 

 
Fig.10. Attributes and Attribute Values that are considered for the Second phase 

 
Output: 
GUI shows the output of the framework as Fig.11, Fig.12, Fig.13 and Fig.14 
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Fig.11. GUI detection system for breast cancer 
(malignant image) 

 
 

Fig.12. GUI detection system for breast cancer (benign image) 

 
 

Fig.13. GUI detection system for breast cancer Severity Level and Medication Level. 
 

 
 

Fig.14. Confusion Matrix. 
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4 Results and Discussion 

Different methodologies and processes are implemented on the mini – MIAS data-
base. MIAS database consists of 322 images of breast with 208 normal, 63 benign and 
51 malignant images. Among these 322 images we considered 80% of the mini-MIAS 
dataset for training and 20% for testing i.e; in particular 65 images are taken as a test 
dataset and remaining 257 images are taken as a train dataset. In the first stage of 
image pre-processing the imported mammogram image is resized and gray-scaled 
converted. The pre-processed image is filtered using Gaussian low pass linear digital 
filter removes the background noise of the image. The obtained image is segmented 
by dividing the filtered image into several meaningful components. The segmented 
image is split into 16 sub images to get rid of the muscle tissue in the segmented 
breast image. The segmentation process extracts the ROI in a pre-processed breast 
image. 

The next stage performed here is extraction of 1st order and 2nd order features. For 
example, mean, standard deviation, skewness are some of the 1st order statistical 
texture features and correlation, homogeneity, entropy, energy, contrast are some of 
the GLCM texture features that are computed. These extracted features are classified 
using K-NN classifier. This Classification classifies the breast image into two catego-
ries either benign (0) or malignant (1). Hence the model predicts the results at an ac-
curacy of 93.8% along with the confusion matrix. Total Instances, Total Correct Pre-
dictions, Total Wrong Predictions, Total True Positive Benign, Total False Positive 
Benign, Total True Negative Malignant, Total False Negative Malignant are incorpo-
rated in the Confusion Matrix. 

Finally, after classifying the image whether it is Benign, Malignant or Normal from 
first phase. In second phase data from MIAS which consists of Attributes and Attrib-
ute values as shown in Fig.10. This is considered to recommend the severity level and 
Medication as shown in Fig.13. 

 

5 Conclusion 

As discussed in the above modules, a variety of machine learning algorithms and 
techniques were assessed for their performance on breast cancer data sets and their 
results were analysedusing machine learning algorithms in order to predict cancer 
provides a cutting edge in modern healthcare as it is built so as to give the maximum 
amount of accuracy, which is utmost important in the healthcare sector.Early stage 
detection of breast cancers increases the rate of survival of patients immensely, ap-
proximately being more than 90%. The detected type of cancer is then diagnosed for 
the kind of treatment, deciding whether it has to be treated first with neoadjuvant 
chemotherapy and then sent to surgery or otherwise and the pathological complete 
remission is monitored for the cancer to be completely healed by the chemotherapy in 
few cases. 
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