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Abstract. Recognizing the actions performed by any person is the most suc-
cessful applications in pattern recognition. Detecting the action in a moving 
camera influences dynamic view changes, is based on spatio-temporal infor-
mation at multiple temporal scales.  In this paper, we are presenting a system 
that is dependent on actions based on multi-view information. These multi-view 
features are extracted from various temporal scales. The GMM and Prewitt 
edge filter is used for detecting background and foreground image. The Nearest 
Mean Classifier is used to cluster features vector’s of moving object. The exper-
iment results demonstrated using Kth dataset producing 98% of accuracy. 
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1 Introduction 

Over recent years finding people actions in image sequence has attracted much atten-
tion in surveillance cameras system. It is a wide range of application in analysis of 
human behavior, because every object has different appearance such as object pos-
ture, shadow, different clothing or other environment conditions.It also includes vari-
ous issues such as illumination, occlusion, or camera movement. The camera used in 
these applications, captures the object movement in static point. In case of surveil-
lance camera, the object movement maybe an obscure position from different view 
point. The frames obtained from these surveillance cameras are usually with low reso-
lution. However, there are limitations to monitor event sequence in surveillance vide-
os. Hence, detecting the human activity offers the most vital application in pattern 
recognition [5].   

Human action recognition has its own research field. It has gained attention to-
wards growing security concerns. An Action is a dynamic sequence of activities exe-
cuted by person for a short duration of the time. These patterns are being recorded in 
cameras. Usually surveillance camera is situated at distance place to convey action in 
signals. This recorded sequence of action is taken in uncontrolled environment with 
camera motion. In moving camera the object is affected by background and camera 
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movements. In order to extract background and foreground region GMM and prewitt 
edge detector is used. We use Nearest Mean Classifier (NMC) for detecting feature 
vector of the action in each frame. For identifying the feature vector, KTH dataset is 
being used. With this the system can operate at reduced computational cost [6].  

In existing system the actions are obtained from static view point. The features ex-
tracted from image sequence by using optical and spatio-temporal scales. Combina-
tion of spatio-temporal features is more complex and increases the computation time. 
Hence, to overcome the noise challenges, many approaches are being involved. The 
proposed system can represent the global temporal scale informationusing Harris 
Corner detector. The multi-view feature vector for each frame is obtained using NMC 
to apprehend the sequence of motions at low computation cost. The features of multi-
view are captured from various temporal scales using global spatio-temporal distribu-
tion features.  

2 Literature Survey 

V.Parameswaran et al.[1] proposed a trajectories in 2D invariance space to recognize 
action in general view-point. The view invariance is considered for canonical body 
posture. It makes use of leave one out validation technique for representing the human 
action in single view-point. The KTH and Weizmann dataset are being used for sub-
ject invariance. The main disadvantage is recognizing the action in 3D invariance 
space is difficult and increases the computation time. Steffen bickel et al.[2] presents 
a multi-view algorithm that optimizes agreement between the views. EM based multi-
view outperform single view counter points clustering in multi-view environment. If 
there is no natural feature split then randomly split available features. Sanchitsingh et 
al.[3]  the action recognition is based on silhouette image. Other image properties 
such as intensity of light, complexion are not being used. The disadvantage of this 
system is in change in object’s posture and motion tracking. A MuHAVi dataset is 
used, which is obtained with 14 actors and 8 cameras under 17 action classes, where 
each and every actor perform an actions many time in various action zone.  C.Thurau 
et al.[4] presents a technique to recognize action in video, the HOG is used to repre-
sent the basic pose of the object. An image from static camera is recorded in film. The 
sequence of image forms a video. This video consists of various action perform by 
different person under various scenario. Large amount of low dimensional local fea-
tures is difficult to recognize different change in view  

3 System Architecture  

The proposed system the actions are being trained to substructure, based on the 
movements of the object. The information is trained in form of image sequence; it is 
necessary to segment the object from background and foreground regions. Further, the 
actions performed by an object are given by a boundary known as bounding boxes. 
The testing data of the object is provided in sequential order by point of interest to 
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form frames these frames are estimated by the feature vector obtained by the classifi-
er. 

Fig.1: System Architecture 
The input test videos are obtained from KTH dataset, for which the frames are ex-
tracted for subtracting the background and foreground regions. The moving object is 
detected and localized based on two detectors. Initially Gaussian Mixture Model is 
applied on the given image sequence. A low-pass filter is used in GMM model to 
reduce noise in the given image. Further, temporal difference is applied on those se-
quences to extract the silhouette image by subtracting the background image. Second-
ly, the prewitt edge detector is applied on the silhouette image to distinguish the edges 
by providing a boundary to the moving object known as bounding boxes. This bound-
ary is very essential to locate the hands and legs of the moving object’s silhouette 
image. The data within these bounding boxes is transmuted into set of vectors called 
feature vectors. For each frame the feature vector is extracted using Harris spatio-
temporal corner detector, to have an equal grid for all frames a threshold value is 
fixed based on the view-point. The Nearest Mean Classifier calculates the mean-value 
for all component vectors of similar action under multiple views. On comparing the 
mean value with KTH dataset the action of the moving object is been identified by 
providing the predicted class of NMC.       

3.1 Experiment Results  

According to the analysis of recognition system, it is necessary to train NMC classifi-
er; we make use of KTH datasets. This dataset is most widely used, developed at 
KTH Royal Institute of Technology. The video clips are developed by making use of 
4 actors, performing 6 actions (walking, jogging, running, boxing, clapping and wav-
ing) under four distinctive environmental conditions( indoor, outdoor, different cloths 
and variations in scale) consisting of 144 video clips captured at 25FPS.  
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Fig. 2: (left) Input Video, (Right) Extracting Silhouette for Initial Frames and Obtaining the 

Bounding Boxes     

Fig.3: (Left) Extracting the Feature Vector and Rec-

ognizing the Human Action (Right) Comparison of Performance Analysis 
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Fig.7: Graphical Rep-

resentation of Performance Analysis 
The above figure demonstrates the action recognition based on the NMC classifiers. 
The training dataset produces an increased accuracy of 98% compared with existing 
system. Along with accuracy the proposed provides increased in precision time 
with100% where as the existing system provides 94.3% of accuracy by combining 
view-invariance and subject invariance.   

4 Conclusion 

In this paper, the human action detection system utilizes the view-invariance fea-
ture to address the multi-view activity. The human action is recognized by extracting 
the background images. Each frame is regarded as a holistic feature vector value and 
the set of feature vector are calculated by the point of interest obtained by spatio-
temporal feature values. The experiment results prove the effectiveness and robust-
ness. The accuracy for recognition system is acquired under laboratory conditions, so 
it has limits. This system provides effectiveness for real-time video, thereby solving 
the problems caused by video quality.  In future work, this recognition method will be 
used in surveillance field and facial expression detection.  
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