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Abstract. Internet of Things is a well established technology for a wide variety of applications like Smart 
Homes, Smart Buildings, Healthcare, Agriculture, Aviation, AMI etc. Fire tragedy is one of the most 
damaging risk that could occur for an industrial, commercial or residential building. IoT can be successfully 
employed in large buildings to safeguard the occupants and also its infrastructure. To this end, a smart 
building is equipped with large number of economic sensors that forms an LLN (low power lossy network) 
with border router for Internet connectivity. RPL is a routing protocol for LLNs that ensures that tiny battery 
operated sensor devices could form a network with automated address configuration, spontaneous topology 
formation, IPv6 connectivity and fail-safe operation. This paper proposes an enhanced application of RPL 
protocol which increases the longevity of the portable nodes and assures quick response during a fire. This 
paper explains the required IoT infrastructure along with an application that provides a live web page with 
color codes to monitor the temperature of the different regions of a smart building. 
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1 Introduction 

Smart Buildings have a plethora of functions like automated doors, windows, access control, temperature / lighting 
control, surveillance, fire safety etc. Fire safety of a building is a very important aspect as it assures the safety of the 
people and protects the material value of the property. Though there are building safety rules [1, 2] that are framed 
by the government for precautions, active monitoring of fire safety is an implication of the individual building 
owner. Mechanical devices like sprinklers with water storage whose plugs melt in fire, provide first line of defense 
in fire fighting. But they incur huge costs in procurement, installation, additional plumbing works and requires 
maintenance. Additionally, it may not be feasible to retrofit them in an older building. 

In the event of a fire, there will be huge losses or critical damages even if it is put off at the earlier stage. But an 
intelligent system can automatically predict a fire even before its occurrence[3]. Such a system will monitor 
temperature of various units of the building and can deploy prevention tactics like switching off gas and power. It 
can also pin point the location of the problem and the extent of it. So it is highly advantageous to install an 
automated fire safety monitoring system (FSMS) to detect changes in temperature to avert fire. An efficient FSMS 
should be swift, reliable, economic, easy to install and easier to maintain. 

IoT connects all devices to the Internet so that exchange of information can happen seamlessly between devices to 
devices or between humans and devices. There are many international bodies that have developed various standards 
to make IoT a reality. IETF (Internet Engineering Task Force) is such a body consisting of network professionals, 
industries who manufacture communication systems and researchers to come up many protocols that are needed for 
IoT[3]. Some of their very important protocols include 6LoWPANs (Internet over Low Power Wireless Personal 
Area Network) [4], RPL (Routing protocol for LLNs) [5] and there are standards for their applicability in 
automation [6]. Many surveys list RPL [7, 8] as the standard for WPAN as they are highly efficient and proactive in 
forming routes. 
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This paper proposes a system which uses plug and play IoT devices that do not require any wired connections or 
post installation configuration. It is economic as it involves open source software component like Contiki [9] as 
operating system for IoT devices. Contiki in turn has the entire stack required for mac (medium access control), Ipv6 
(Internet protocol version 6), RPL (routing protocol for LLNs), udp (user datagram protocol), Httpd (http daemon) 
etc. 

2 RPL protocol 

RPL protocol is the routing protocol that interconnects all the devices in a LLN and formulates a network topology. 
It provides support for different types of data traffic in a network namely, P2MP (point to multi-point), MP2P 
(multi-point to point) and P2P (point to point). MP2P is used for collecting data from multiple sensor nodes in a 
central sink, P2MP is used for spreading control messages from a central server to a sensor / actuator in the network 
and P2P is for within nodes communication. It is a proactive routing protocol where routes are formed as and when a 
node joins the network. The central node initiates the network by advertising itself as the root of the destination 
oriented directed acyclic graph (DODAG) by sending a destination information object (DIO). Nodes that hear the 
DIO, join the DODAG by selecting the root node as parent and replies by a destination advertisement object (DAO). 
The child nodes again send DIO’s spreading the formation of DODAG further and further. 

 

 

Fig. 2.1.Topology of a RPL network 

 

Figure in [2.1] explains the general structure of a network topology created by RPL. The DODAG is like a tree 
shaped and oriented towards the destination which by default is the root node which initiates the network. There is 
an objective function which calculates the rank for each node depending on the rank of its parent and with the link 
quality to its parent. The link quality is measured as ETX (Estimated Transmission Time) that is directly 
proportional to the number of times a packet has to be transmitted before it reaches the parent. By each node 
choosing a parent that is closest to root, this protocol hops the data packets in an efficient manner to reach its 
destination, the root node. It also has provisions to store the routes in a table to support P2P routes. 



3 FSMS System Design 

Our proposed FSMS system has multiple layers with a sensing subsystem in the bottom layer, a routing subsystem 
with RPL in the networking layer, an application layer running udp and httpd server and a Internet connectivity layer 
running border router. On top, we have clients like browsers that can connect to the httpd server and get the data. All 
these layers come together to deliver the service to actively monitor temperature of a large building and help us to 
create fire detection capabilities. Figure [3.1] shows the system level view that clearly chalk out the flow of data 
from sensors to the client web browsers. All the subsystems other than the client web browser, are run on small 
battery operated IoT devices. These IoT devices can be active for years without any maintenance / change in battery 
as RPL that ties them all is an energy efficient protocol. There are three different type of nodes present in the FSMS 
system and are the border router, the udp/http server and all other nodes are udp client nodes. 

 

 

Fig. 3.1.Layers of FSMS system 

 

3.1 Sensor Nodes and Server Node 

The client nodes are the small motes that have temperature sensors to sense the temperature of various regions in the 
building. They are designed to sense at an interval of 30 seconds. They can be deployed in an ad hoc manner 
depending on the specific building’s monitoring requirement. Once in an hour, they send an radio packet to the udp 
server with the sensed data. The server node is also an mote which open an udp port and keeps listening to it for 
radio packets. The received radio packets provide the temperature data from different parts of the building and the 
same is stored for all client nodes. The server node also runs a http daemon that listens for tcp connection from web 
browsers. 

3.2 Border Router 

The border router is also a mote that creates an RPL DAG and acts as the root of the network. Thereby this node 
initiates the system and facilitates the connectivity between all client and server nodes. It supplies the global Ipv6 
prefix to all the nodes in the network and in turn all the other nodes combines it with the link local address to arrive 
at its global Ipv6 address. This node also helps in keeping the sanity of the network by checking the version of the 
network and can restart a newer version in case of failures. 



3.3 Remote Data Retrieval 

A client browser can simply query the http server using the global Ipv6 address of the server node and the 
monitoring data is supplied through a html web page. The web page is designed to auto refresh every 30 seconds to 
get the most recent data from the building. Any personnel can monitor the live temperature values from anywhere in 
the world. The automation of any action like switching off power can be incorporated in the server node which can 
send an action command to any node in the network. It can be designed to add more features like sending alerts to 
fire stations, start an audio alarm, switch the sprinkler system if available etc. 

4 Simulation setup 

The proposed system is implemented in Telosb mote having MSP430 processor [10] with an application that runs on 
top Contiki 3.0 [11]. The network is emulated in a simulator named cooja that is supplied with Contiki operating 
system. The table [Table 1] summarizes the simulation parameters supplied to each node. The client nodes have 
temperature sensors which sense the temperature/smoke values every 30 seconds. As the nodes are run in simulator, 
they are designed to report a random value between 0 to 50 degree Celsius as the temperature. If the value is well 
within the the safe temperature limit (configurable parameter), they send a radio packet to the server only once in 60 
minutes. Even if the temperature rises above the safe value once, radio packets are sent as soon as they are sensed 
(every 30 seconds). 

Table 1. Simulation parameters for FSMS 

Radio Medium 
 

UDGM 

Mote Telosb 

Positioning Random 

Types of Motes 1 border router, 
1udp/http server,  
18 client nodes 
 

Duration 60 minutes 

Sensing Interval 30 seconds 

Safe temp limit 25 celsius 
 

The below picture in Figure[4.1] provides the screen shot of the cooja simulation which shows the different types of 
nodes with varied colors and the radio traffic between nodes. The border router root node is shown in green, the 
server node in yellow and client nodes are in pink. The placement of nodes is in random fashion, allowing the real 
time placement to be ad-hoc. The web page from the client web browser is as shown Figure [4.2]. Once the 
simulation is started, a global prefix is supplied to the border router via serial interface. The border router then 
advertises the prefix in the RPL network and all the nodes get and set their global Ipv6 address. The server node can 
now be accessed from the web browser to get the monitoring data. At the start of the system, there are no 
temperature values from the sensor and all nodes are shown in green. Green code represents that the temperature 
value is below 25 degree Celsius (configuration parameter set by the building owner) where red represents higher 
than 25 degree Celsius. The page refreshes itself in every 30 seconds and keeps the monitoring live. 

 



 

Fig. 4.1.FSMS in Cooja Simulation 

 

 

Fig. 4.2.Live Web Monitoring 

The graph in the web page gives the exact temperature value reported by a node in the building. Additional features 
like information on coordinates/floors of a node, historical data of a node, triggering an alert to mobile phone etc can 
be added to the system based on the requirement. 

5 Measuring and Tuning Performance 

Initially, the system is designed with 20 client nodes that monitor and inform the server of the values. The 
performance of the FSMS system is studied with two parameters, one being the data reliability and the other being 
data delay. Data reliability shows the percentage of the sensed data that is successfully received in the server node to 
that of the packets that are sent. It is important to have highest reliability so that any data is not lost. When in 
distress, the data that is sensed is dispatched as soon as a new data becomes available. Figure [5.1a] shows the data 
reliability for this method with a blue line. Data delay or Latency is the measure of the average time taken for a data 
packet to reach the server from its origin. The simulation records the sent time and the reception time for each data 
packet. The difference in the time is calculated for all the packets and is averaged out with the total received packets 
to arrive at the average data delay. Figure [5.1b] shows the data delay metric for both the cases and the metric is 
measured and plotted over an interval of 10 minutes. As seen in the graph, a 100% reliability is not achieved. 

 



   

(a) Data Reliability for 20 nodes    (b) Data Delay for 20 nodes 

   

(c) Data Reliability for 50 nodes    (d) Data Delay for 50 nodes 

Fig. 5.1. Improved Reliability and reduced delay for randomized dispatch 

The causes for not having 100% reliability are packet losses due to interference at the receiver, non available routes 
to the destination, dynamic nature of the wireless medium causing parent changes etc. After a maximum number of 
retries is reached, a packet is dropped. To avoid all packets being transmitted at same time, the system is upgraded to 
choose a random time between 30 seconds and transmit a radio packet. The red line in the graph shows that the 
reliability is improved to 100% for the system with 20 nodes. The delay is also significantly reduced as the number 
of retransmissions is reduced with this randomized dispatch. The first ten minutes duration of the graph has 
significant delay compared to the rest because of the time taken for the formation of routes. 

As a next step, the system is upgraded to support larger buildings with 50 client nodes randomly deployed over a 
larger area. RPL is known to be scalable with support for hundreds of devices. The scaled up data reliability and 
data delay for both the packet dispatch approaches are shown in [5.1c] and [5.1d]. The red line shows the metric for 
the randomized packet dispatch approach. The initial dip in reliability is due to the increased number of hops as the 
network is scaled up. Increased number of hops takes more time for the route to be set up initially. Once the setup 
period is crossed, RPL shows up high reliability in packet delivery. Further configuration of RPL parameters can 
also yield good results as shown in [12][13][14]. 

Armed with these results, it could be said that a randomized data dispatch works well for a time critical application 
like Fire Safety Monitoring System. The results are also encouraging for a non guaranteed service like udp (user 
datagrams), could work well in a low power lossy environment. 



6 Conclusion 

A Fire Safety Monitoring System (FSMS) designed with RPL protocol shows promising capabilities for being a 
robust real time system. The proposed system is reliable, swift, allows ad-hoc node placement, wireless and 
consumes low power. FSMS also has the advantage of a fail safe system as RPL is self healing in nature. The local 
and global repair mechanisms help the node to reposition itself strategically in case of a prolonged parent node 
failure. As the number of packet retransmissions is reduced by using a randomized packet dispatch feature, the total 
energy consumption of the network is reduced. This assures longevity for the network and translates to less 
maintenance work for the system. By providing an Internet connectivity to the border router, the system can be 
effectively used to monitor a building from anywhere in the world. The proposed system can further be enhanced to 
include alert services and actuation services based on upon the availability of infrastructure. 
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