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Abstract. This survey mainly takes teachers and students in colleges and universities as 
the survey objects, investigates the data needs of teachers and students in colleges and 
universities, and draws conclusions and puts forward reasonable suggestions by 
combining the gradual regression model, Bernoulli distribution, short-term memory 
model, K-means clustering model and negative binomial model. On the basis of the 
research conclusions, this paper considers how to build a data service platform suitable 
for teachers and students in universities, so as to provide reference for the subsequent 
construction. 
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1 Introduction 

At present, many college teachers and students still face the problems of time-consuming and 
labor-intensive data processing, lack of relevant technology, and difficulty in seeking 
professional guidance. At the same time, the number of professionals in the big data industry 
is gradually increasing, and they are eager to improve their professional skills and obtain 
additional income through practice, but there is no suitable way. In order to solve this market 
difficulty and pain point, fill the market gap, promote the academic research level of college 
teachers and students, improve the efficiency of personnel management, and promote the 
scientific research progress of our country, we specially carried out this survey college 
teachers and students as the survey object, investigate the data needs of college students and 
students, put forward practical suggestions, and actively put into practice. 

2 Main body 

2.1 The user's processing demand prediction model is constructed based on sampling 
stepby-step regression 

a.Model construction 

First, This text study the relationship between different users' data processing needs and their 
individual attributes. The data processing requirements of different users are affected by the 
individual attributes of users. [1] In the construction of the model, the team took the major 
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universities as a first-level indicator to calculate the individual attributes of teachers and 
students in the major universities. 

The individual attributes of teachers and students in universities are denoated as the data 
processing demand rate of students in matrix X=(xij), denoated as yi, where i represents the 
identity of users; j indicates the user's major. The functional relationship between the data 
processing needs of different users (dependent variable) and the individual attributes of users 
(independent variable) is constructed as shown in the equation. 

1 ,1 2 ,2 122 ,122i i i i iy x x x          .........................(1) 

Where α represents the intercept term, ε represents the residual term, and βj represents the 
regression coefficient of the JTH variable in the regression equation. 

b.Model analysis 

Next, building a variable selection model based on spik-slab sparse function and stepwise 
regression to solve equation (1). Since there are many independent variables in the equation 
and multicollinearity exists between variables, ordinary OLS cannot accurately estimate the 
influence coefficient of each variable on the dependent variable. [2] At the same time, we 
want to keep all the influencing factors in the model as much as possible, unless the variable 
has no impact on the user's data processing needs. Specifically, the solution steps are as 
follows: 

Random sampling of independent variable X is performed based on Spike-slab sparse function 
to obtain a sample of X, denoting Xr;  

Build a stepwise regression model and use Xr to regression the dependent variable y. The 
regression results were obtained at the specified significance level (significance level was 
0.05).  

Repeat steps 1 and 2 enough times to average all regression results that pass the test and obtain 
estimates of all parameters in the equation. 

Here's how to do it. First, remember the coefficients of the argument X as the column vector 
( )j  . Construct =( )j   according to  , where, when 0j  , make 0j  ; Conversely, when 
0j  , let 1j  . It is usually possible to construct 8 based on the Bernoulli distribution, as 

shown in equation (2) : 

1~ (1 )i i
j jp p   .........................(2) 

Where, for each stepwise regression model, when we want the expected number of 

independent variables to be m,Let j

m
p

n
  and n represent the total number of independent 

variables. Then, according to the formula, a prior  is obtained by sampling, and the 

corresponding variable jx  of 0j   is selected according to 1j   and recorded as set X  , 
which is the independent variable sample of the current stepwise regression 

Secondly, a stepwise regression model is constructed to estimate the values of each parameter 
in model ( )y f X  . The fitting values of regression coefficients β and α corresponding to 
current X   are obtained. The stepwise regression method can ensure that the variables retained 



 
 
 
 

in the model are independent variables that have significant influence on the dependent 
variables, and the multicollinearity is eliminated. 

Finally, repeat sampling enough times to ensure model convergence. The regression parameter 

of the i step regression is ( ) ( )( , )i i   , so a series of fitting results 
( )( )i  can be obtained. Take 

the mean of all regression coefficients and use it as the final estimated coefficient of the 
independent variable, let ( )

1 /iN
i N   . Therefore, the relationship model between the inflow 

and outflow of public bicycles at dot i and the land use attribute of the dot is shown in 
equation (3) : 

1 ,1 2 ,2 122 ,122ˆi i i iy x x x        .........................(3) 

c.Result analysis 

Finally, the regression coefficients of the respective variables (individual attributes) to the 
dependent variables (data processing requirements) were calculated, as shown in the following 
table1: 

Table 1. Regression coefficient 

 Gather Ingredients preconditioning analyze visualization 
sex 0.0046 0.0052 0.0048 0.0051 

standing 0.2026 0.2068 0.2113 0.2097 
profession 0.1926 0.1879 0.1903 0.1968 

degree 0.2268 0.2158 0.2214 0.2256 

The regression equation of dependent variable and independent variable can be obtained from 
the above table: 

0.2256x4+0.1968x3+0.2097x2+0.0051x1=y4

0.2214x4+0.1903x3+0.2113x2+0.0048x1=y3

0.2158x4+0.1879x3+0.2068x2+0.0052x1=y2

0.2268x4+0.1926x3+0.2026x2+0.0046x1=y1
.........................(4) 

According to the regression equation, the user's identity, the user's major and the user's highest 
degree are positively correlated with the data processing demand rate. Among them, the user's 
highest degree has the most significant impact on the data processing demand rate, followed 
by the user's identity, and finally the user's major. Higher degrees have a higher demand for 
data processing than lower degrees, and teachers often have a higher demand rate for data 
processing than students. 

2.2 Based on LSTM neural network, the user data processing demand dilemma 
prediction model is constructed 

a.Long-term Memory Model (LSTM) 

User's data processing demand dilemma prediction model is composed of LSTM model to 
predict user's data processing demand dilemma under different individual attributes and data 
processing needs. LSTM model is a derivative of RNN model, which is a "processor" that 
judges whether the information is useful on the basis of RNN algorithm. [3] xt is the input 
user's personal attributes and data processing demand data, ht is the hidden layer, yt is the 



 
 
 
 

user's data processing demand dilemma to predict the output result, which is jointly 
determined by the current user's input xt and the previous user's hidden layer ht-1. The 
hierarchy of hidden layer ht is expanded as shown in the figure. St represents the memory of 
the user's data processing needs dilemma at the user t, St = f(WSt-1 +UXt), W represents the 
weight of the input, U represents the weight of the input data at the moment, and V represents 
the weight of the output data. 

At the first user, initialize input S0=0, randomly initialize W, U, V, and perform the following 
formula calculation: f(.) And g(.) Both are activation functions: 
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Model training is advanced, at this time S1, as the memory state of the user, participates in the 
prediction activity of the next user, and we can get: 

)(

)(

22

22

122

VSgo

hfS

WSUxh





.........................(6) 

After continuous training, you can finally get: 
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The more specific structure of the LSTM is the cell.Each cell has three doors: input door, 
output door, and forget door. Oblivion gate decides to discard the user's data processing needs 
dilemma data information, it reads the ht-1 and xt information, and then enters the sigmoid 
function, output a value between 0 and 1: 

)],[ꞏ( 1 fttft bxhWf   .........................(8) 

ht−1 indicates the output of the previous cell, xt indicates the input of the current cell, and σ 
indicates the sigmod function. 

The input gate controls the data processing requirements of the user t transmitted to the cell. 
The calculation formula is as follows: 

1( [ , ] )i i i i ii W h x b   
 

1tanh( [ , ] )i c i i cVC W h x b  .........................(9) 

The output gate determines the state vector of the user's data processing requirements that user 
tcell actually outputs. 

1i i i iCt f C i VC   
 

tanh( )i i ih o C 
 

1( [ , ] )i o i i oo W h x b    .........................(10) 



 
 
 
 

Where, Wf, Wi, Wc, Wo represent the weight matrix, bf, bi, bc, bo are bias vectors of each 
network layer. 

b.Model parameter setting 

For the user's data processing demand dilemma prediction model for the user's prediction data 
set, the specific Settings are as follows: 1. The input layer of the neural network is the user's 
individual attributes and data processing needs. The output layer is the user's data processing 
needs dilemma. 2. The number of hidden layers of the model is set to 3 layers, and the 
activation function is set to RELU according to the data output characteristics. [4] To avoid 
overfitting problems, we define the rejection rate of nodes in each layer as 0.2. 3. The mean 
square error is used for the model loss function, and the root-mean-square error is used to 
predict the model accuracy. Based on the above parameter Settings, getting the LSTM model 
based on prediction set. Then, based on the actual data set, we take the individual attributes 
and data processing requirements of users in the actual data set as the input set, so as to predict 
the dilemma data of users' missing data processing requirements. [5] 

c.Result analysis 

Finally, the case test proves that the reliability of the model is high and the operation level is 
in line with the expectation. The following table2 shows some data of the strength test: 

Table 2 Strength test data 

 User data matching degree 

User 
Time-consuming 
&labour-intensive 

Lack of 
expertise 

Excessive 
outlier 

Tedious task 
The collected 
data is not true 

User A 0.8564 0.0032 0.0024 0.8426 0.0025 

User B 0.0034 0.8962 0.0056 0.0009 0.0012 

User C 0.0026 0.0103 0.9024 0.0203 0.2304 

User D 0.5654 0.6958 0.0016 0.5963 0.0015 

As shown in the figure, through the input of the user's individual attributes and the user's data 
processing needs, and then according to the previous data memory set, we can judge: 1. User 
A has the difficulty of time-consuming and labor-intensive data processing and cumbersome 
tasks, so he can seek the help of partners to jointly complete the data processing task. 2. User 
B has the dilemma of lack of professional knowledge in data processing, so improving the 
learning of professional knowledge is the primary solution for user B; 3. [6] User C has the 
problem that the outlier value is too high in the process of data processing, so he can conduct a 
new data collection and compare the data obtained last time. 4. User D has the same level of 
time and effort in data processing, lack of relevant knowledge and other problems, which 
indicates that the model memory set still needs to be improved. 

2.3Based on K-means clustering and negative binomial model, the user platform usage 
intention prediction model is constructed 

According to the survey results, the user's intention to use the data service platform will be 
affected by three factors: user's individual attributes, data processing needs and data 
processing needs dilemma. [7] Therefore, this paper takes these three indicators as the first-



 
 
 
 

level indicators that affect the willingness to use data service platforms, and studies their 
impact on people's willingness to use data service platforms. Among them, 4 second-level 
indicators representing individual attributes, 5 second-level indicators representing data 
processing needs, and 6 second-level indicators representing the dilemma of data processing 
needs are selected, as shown in the following table3: 

Table 3 Primary and secondary indicators 

Primary index Secondary index 

Individual attribute Gender, identity, major, degree 

Data processing requirement 
Data acquisition, data preprocessing, data analysis, 

data visualization, data mining 
Data processing requirements 

dilemma 
Time-consuming and labor-intensive, lack of 

professional knowledge, excessive data outliers.. 

a.K-means clustering 

In the process of applying this method, University teachers and students' data set X, each 
sample is composed of feature vectors of m attributes, that is,X={x1 ,x2 , … ,xn }. When the 
intention level of data service platform is k, n samples can be divided into k subsets 
C,C={C1,C2,…,CK}, the calculation steps of K-means clustering method are as follows: 1. 
Initialization. k sample data h（0） in the dataset X university teachers and students were 
randomly selected as the initial clustering center of k class intention level. 
h(0)={h1(0),h2(0),…,hk(0)|hi(0)∈X,i=1,2,…,k}, h(0) is the cluster center that uniquely 
applies the intention level to a certain user. 

Cluster the samples. Calculate the distance of (n-k) samples to the cluster center: 

(0) (0) 2

1

d( h ) ( )
m

j l wj wl
w

x x h


   .........................(11)

 
Where, Xwj is the WTH attribute value of sample xj; hwl（0） is the WTH attribute value of 

sample hl(0). xj∈X, hl(0)∈h(0); Each sample is divided into the intention level category of 
the cluster center closest to it, and the clustering result is obtained: C={C1（ 0） ,C2
（0）,…,CK（0）}. 

Calculate new clustering centers. For the initial clustering result C（0）, the mean value of 
the samples contained in the current use intention level is calculated, and the new clustering 
center h(1) ={h1(1),h2(1),…,hk(1)}. 
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| |
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Where, |Ci(0)| is the number of samples contained in the initial clustering results of Class i 
using intention level, i= 1,2,... , k. 

Iterative optimization. K-means algorithm uses the sum of squared error criterion function to 
evaluate the clustering performance. The sum of squared error E of the final clustering result 
can be calculated by the following formula: 2
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where 
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x
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 is the Ci mean vector of the final clustering result. To a certain extent, E 

reflects the tightness of samples under different categories of use intention level around its 
mean vector，The smaller the value of E, the higher the similarity of samples under each 
intention level category. 

In order to minimize the square error, the iterative method is usually adopted: repeat the above 
steps, after iteration round t, if the corresponding willingness level of each sample in the 
dataset X is the same as the iteration result of round (t-1), then the iteration is stopped, so that: 

( )tC C .........................(13) 

Where, C（t） is the clustering result obtained by the t iteration. 

b.Model establishment 

Next, a multi-factor influence model is constructed to study the relationship between the 
intention to use data service platform and each influence factor. [8] Since the dependent 
variable (that is, the intention to use the data service platform) is the discrete counting data, 
the negative binomial regression model is considered to construct the influencing factor model. 
First, the negative binomial regression model is used to construct the functional relationship 
between the intention to use data service platforms and different influencing factors, as shown 
in the equation: 

, 1 , ,1 2 , ,2 3 , ,3 38 , ,38 ,ln( )i t i t i t i t i t i ty β x β x β x β x ε       .........................(14)
 

Where, yi,t represents user i's intention to use the data service platform under the t attribute, i 
represents the user, and t represents the user attribute; xi,t,j indicates the JTH factor affecting 
the demand for shared bicycles; βj represents the regression coefficient of the JTH 
independent variable in the regression equation. α represents the intercept term; εi,t denotes 
the residual term. 

c.Result analysis 

Based on the questionnaire data and calculation results, it is stipulated that the user's intention 
to use the data service platform k is divided into 6 levels, which are represented by numbers 1-
6, in which level 1 is the strongest intention to use, which decreases in turn. Grades 1-2 are 
defined as strong use intention, grades 3-4 as medium use intention, and grades 5-6 as low use 
intention.  

As can be seen , among individual attributes, the user's degree is the main factor affecting the 
level of use intention. Users with data analysis and data visualization requirements are more 
willing to use data service platforms; When data processing tasks are too time-consuming and 
labor-intensive, users are willing to use the platform's website to solve existing problems. 

3 Conclusions 

A. The lack of unified data standards, no unified data standards have been formed, resulting 
in poor data quality, and the lack of effective data acquisition methods. 



 
 
 
 

B. The experience of data service platform and the security and stability of the platform are 
the main factors that affect the participation of teachers and students in the data service 
platform. 

C. Based on variance filtering and Logstic regression, we analyzed the demand 
characteristics of different groups, designed a personalized participation platform plan for 
different groups, and combined with the actual situation of individuals to achieve accurate 
promotion of activities. 

D. It is a good way to improve the experience of the data service platform to integrate the 
ordinary big data service platform with task publishing and order receiving. 

E. Big data service platform market development potential is huge. 
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