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Abstract. The development of the Internet has led to rapid progress in all walks of life, 
and domestic enterprises are no exception. There has been a sea change in talent 
recruitment, which has changed from traditional offline recruitment to online recruitment 
relying on recruitment apps or recruitment websites, such as Mileageplus, Wisdomlink 
Recruitment, Lagoo Recruitment, boss Direct Hire and so on. In this paper, we use a 
selenium module to crawl all the recruitment information released after June 2022 by 
Boss Direct Hire in a targeted way after data preprocessing and then analyze it using text 
mining methods. First of all, from the salary, work location, welfare benefits, and other 
aspects of concern to job seekers for visual analysis, followed by the use of TF-IDF 
algorithm for similarity analysis of popular jobs between similar jobs to consider other 
favorable factors, so that in the employment situation is grim, and the market competition 
is fierce, to provide reference and reference for job seekers, to help them find a more 
satisfactory job.  
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1 Introduction 

During graduation season, which is the turning season of life, most graduates are facing 
employment problems. They are eager to find a satisfactory job. However, when logging on to 
the job boards, they are faced with countless job postings, which is not only time-consuming 
but also puts every graduate in a difficult situation if they deal with the job seekers 
manually[1]. However, the new global coronavirus swept through the world with 
overwhelming force in early 2020, making the employment problem even worse. According to 
statistics, the number of graduates in 2021 will be 9.09 million, an increase of 350,000 over 
2019. The number of graduates in 2022 will reach 10.76 million, while the employment rate is 
only 23.6 percent, which allows graduates to face unprecedented difficulties and challenges[2]. 
Each graduate is in a very embarrassing "double superimposed" situation. Each graduating 
class is in a very awkward "double-stacked" situation. Academics are also aware of the 
seriousness of this problem and have made suggestions for graduate employment from 
different dimensions, such as recruitment data analysis[3][4][5], recruitment website 
analysis[6], recruitment position analysis[7], recruitment advertisement analysis[8][9], 
recruitment requirement analysis[10] and so on. However, previous studies have been limited 
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to one aspect of recruitment information and have not developed analyses it comprehensively. 
In view of this, this paper the use of Python language to write crawler code, the analysis of 
boss direct recruitment information, and the advantages of using the network recruitment 
information are mainly reflected in the following two aspects: first, the source of information 
is open, the information is convenient to obtain, the job seeker will be the depth of 
understanding of the different positions; the second is the content of the information true and 
reliable, the job seeker is interested in the position of the post-delivery and so on, to increase 
the employment opportunities. 

2 Data crawl and analysis 

The target website crawled in this paper is Boss Direct Hire (https://www.zhipin.com/); 
compared with other job boards, the advantages of this website are: (1)comprehensive and 
reliable job postings, and fast job updating; (2)direct can communicate with the boss or the 
person in charge; (3)fast processing of CVs; (4)suitable for a wide range of people. Crawling 
content includes eight fields of job positions, company name, salary, work location, 
experience requirements, educational requirements, benefits, and recruitment links. Crawling 
and writing at the same time are used, i.e., the crawled data is written to local Excel[11]. 

Because the amount of job information crawled is very large, if you use the get method in the 
requests module to request, even if you use the anti-crawl mechanism, such as in the headers 
inside the Host, user-agent, and cookies to identify uniquely, the recruitment site is also easy 
to identify, pop-up validation box in the page, and finally lead to the crawl failure, serious may 
be blocked up. To successfully crawl to the job information data, this paper uses selenium 
automation tools to simulate the browser crawl; not only can we get the page source code data, 
but also JS rendered data can also be obtained[12]. At the same time, the time module is 
imported for hibernation to prevent the IP from being blocked. To parse the data, regular 
expressions or XPath expressions are used to obtain the specified information in the web page 
source code, and the crawled data are written to the local Excel using the pandas module and 
xlwt module. A total of 14,485 pieces of data are written[13]. The data acquisition steps are 
initiating the request, responding to the data, parsing the data, and storing the data[14]. 

3 Data cleaning 

To improve the quality of the data, data cleansing is done after storing the crawled data 
locally[15][16]. 

3.1 Format content cleaning 

The content of the document will be cleaned into a unified format. For example, the 
recruitment position has inverted commas, experience, and educational requirements of some 
companies with double quotes bracketed by Excel's MID function to obtain the format of the 
table to make uniform adjustments. At the same time, the workplace, educational requirements, 
and educational requirements are organized into a separate Excel table for subsequent 
visualization. 



 
 
 
 

3.2 Eliminating Duplicate Data 

Due to the possibility of duplicate job postings from some companies, duplicate data was not 
filtered during the web scraping process. After reading the data, a deduplication operation was 
performed using the specific code df.drop_ duplicates(inplace=True), resulting in a final set of 
14,314 valid entries. 

3.3 Missing value processing 

After deduplicating the data in the previous step, missing value processing was carried out 
using Excel tools. By applying conditional filtering, all empty values were located, revealing 
that the missing values were present only in the 'salary' and 'job_welf' columns, while the 
remaining columns were complete. The main methods for handling these missing values in the 
two columns include direct deletion and imputation. Due to the association between salary and 
education, experience, as well as job location, the direct deletion approach was employed for 
handling missing values in the 'salary' column. On the other hand, the imputation method was 
used for addressing the missing values in the 'job_welf' column, with the vacant positions 
being filled with "five insurances and one fund" for convenience. As a result, the final valid 
dataset comprised 14,284 entries. 

3.4 Consistent treatment 

To achieve uniformity in the preliminary processing of the data from the previous step for 
visualization, the following steps were undertaken. Firstly, the 'work_city' column was 
processed. While a few companies listed their location at the city level, the majority provided 
specific districts (or counties) and, in some cases, even precise locations such as "Baiyun 
District, Guangzhou" or "Tianning District, Qinglong Neighborhood Center, Changzhou." For 
the convenience of subsequent visualization, this study standardized the work locations at the 
city level. This was achieved through batch processing using the MID() function in Excel, 
ensuring the uniform treatment of work locations. Next, for the 'salary' column, on the one 
hand, there was a lack of uniformity in the measurement of salaries, with some being 
calculated on a daily, weekly, or hourly basis, such as "60-120 yuan/day," "2500-4000 
yuan/week," and "120-150 yuan/hour." These were standardized to a monthly calculation to 
achieve uniform treatment of salaries. 

On the other hand, the salary data was presented in ranges, and some entries needed to be 
standardized. For ease of subsequent processing, the MID() function in Excel was utilized to 
batch process the 'salary' column, splitting it into 'max_salary' (maximum salary) and 
'min_salary' (minimum salary), and an additional 'average_salary' column was created.  

4 Visualization of job information 

Based on the previous data processing, this paper uses various text mining technologies of 
python to comprehensively mine the job information and extract the core information to 
support the subsequent analysis and application. 

 



 
 
 
 

4.1 Visualization of job word cloud 

Different enterprises for the recruitment of job naming are common. This paper on the 
job_name column to read and summarize through the jilbab module will be a string cut into a 
list of words by the word frequency of its generated word cloud. The results are shown in 
Figure 1. It is easy to find through the word cloud diagram, development engineer, Python, 
sales specialist, sales manager, data analyst, and other appearances in the forefront. In recent 
years, the IT industry for Python, data analysis and other job recruitment information is larger, 
especially in the Python development engineer position. 

 

Fig. 1. Position word cloud map 

4.2 Visualization of workplace 

For the vast majority of job seekers, there is a high demand for work locations, using the 
Pyecharts module in Python to aggregate the work_city column and generate a map. The 
results are shown in Figure 2. The distribution of jobs in various cities is also a large 
difference. Beijing is clearly a one-trick pony, with 1004 job opportunities, followed by 
Shanghai, with 925 job opportunities, ranked third in Shenzhen, with 677 job opportunities, 
ranked fourth in Guangzhou, with 524 job opportunities, which is enough to illustrate the first-
tier cities with high demand and a higher concentration of talent. Other new first-tier cities, 
second-tier cities, third-tier cities and other cities also have job distribution; compared with 
fewer job opportunities, the number of recruiters is also less. 



 
 
 
 

 

Fig. 2. Work site distribution diagram 

4.3 Visualization of work experience 

Work experience is also a measure of a candidate's professional competence for companies. 
By aggregating the EXPERIENCE column and visualizing it using the Pyecharts module, the 
results are shown in Figure 3. As can be seen from the figure, most companies prefer to 
recruit fresh graduates, accounting for more than 1/3 of all job openings, and with the increase 
in work experience, job opportunities are becoming less and less. 

 

Fig. 3. Rose chart of work experience 



 
 
 
 

5 Job Information Mining 

Through the analysis of job information visualization, in order to provide more accurate and 
intuitive job search and employment information10, we use the text mining method to mine the 
job information of popular positions and popular cities and take 18 companies with the 
position of "python development engineer" and the workplace of "Beijing" as the mining 
object. The 18 enterprises with the position of "python development engineer" and the 
workplace in "Beijing" are the mining objects. The positions are analyzed similarly by the IF-
IDF algorithm (Inverse Text Word Frequency Index)[17-19], and the similarity of the 
positions is shown in Table 1. In order to show more intuitively the similarity of jobs between 
companies, this paper takes number 01 and number 02 as an example for visualization, as 
shown in Figure 4. 

Table 1.  Information on video and audio files that can accompany a manuscript submission. 

No 01 02 03 04 05 06 07 08 09 10 11 02 13 14 15 16 17 18 

01 
1.00                  

02 
0.00 1.00                 

03 
0.14 0.32 1.00                

04 
0.05 0.14 0.08 1.00               

05 
0.20 0.55 0.27 0.04 1.00              

06 
0.18 0.21 0.21 0.03 0.30 1.00             

07 
0.24 0.15 0.16 0.02 0.25 0.08 1.00            

08 
0.29 0.26 0.19 0.01 0.26 0.15 0.05 1.00           

09 
0.14 0.33 0.12 0.02 0.35 0.18 0.05 0.14 1.00          

10 
0.17 0.27 0.15 0.03 0.38 0.14 0.18 0.18 0.33 1.00         

11 
0.22 0.15 0.15 0.00 0.20 0.17 0.07 0.12 0.05 0.13 1.00        

12 
0.13 0.12 0.04 0.01 0.11 0.03 0.17 0.17 0.15 0.13 0.02 1.00       

13 
0.18 0.22 0.12 0.14 0.19 0.24 0.07 0.17 0.19 0.30 0.15 0.08 1.00      

14 
0.21 0.22 0.15 0.08 0.19 0.25 0.09 0.18 0.22 0.30 0.12 0.10 0.18 1.00     

15 
0.15 0.19 0.19 0.02 0.15 0.07 0.09 0.06 0.16 0.19 0.05 0.08 0.13 0.15 1.00    

16 
0.04 0.12 0.12 0.01 0.05 0.18 0.08 0.02 0.18 0.05 0.03 0.03 0.07 0.13 0.03 1.00   

17 
0.18 0.19 0.24 0.19 0.15 0.14 0.05 0.13 0.13 0.17 0.13 0.05 0.15 0.20 0.15 0.02 1.00  

18 
0.27 0.19 0.21 0.03 0.15 0.24 0.06 0.19 0.09 0.18 0.20 0.03 0.11 0.19 0.13 0.03 0.16 1.00 

 

Fig. 4. Comparison chart of similarity between companies numbered 01 and 02 

No.
1

No.
2

No.
3

No.
4

No.
5

No.
6

No.
7

No.
8

No.
9

No.
10

No.
11

No.
12

No.
13

No.
14

No.
15

No.
16

No.
17

No.
18

No.1 1 0 0.140.05 0.2 0.180.240.290.140.170.220.130.180.210.150.040.180.27

No.2 0 1 0.320.140.550.210.150.260.330.270.150.120.220.220.190.120.190.19

0
0.5
1

1.5

Similarity

No.1 No.2



 
 
 
 

As can be seen from the table, numbers 01 and 08 company on python development engineer 
job similarity is higher, the similarity coefficient is 0.29, followed by 07 company job 
similarity is higher, the similarity coefficient is 0.24. It is not difficult to see from the Table 
that among these 18 companies, the job similarity between No. 02 company and No. 05 
company is the highest, with a similarity coefficient of 0.55, and the similarity between No. 02 
company and other companies is significantly higher than the similarity between No. 01 
company and other companies. When job seekers face companies with high job similarity, 
they can make decisions by comparing salaries and benefits. For example, the number 02 
company for Beijing byte jumping, 08 number company for Needle beacon digital, two 
enterprises, the educational requirements are a bachelor's degree, work experience are 3-5 
years, welfare benefits are basically the same, but the first enterprise's salary is 20k-30k, the 
second enterprise's salary is 25k-35k, the difference in salary is the relatively flat case, you can 
through communication, integrated other personal favorable factors for decision-making, and 
finally find a satisfactory job. 

6 Conclusions 

This study is based on crawling boss direct job postings and analyzing them using text mining 
methods, which provides us with the opportunity to gain a deeper understanding of the 
opportunities and challenges of the current job market. By visualizing and analyzing key 
factors such as salary, work location, and benefits, we are able to better grasp the needs and 
preferences of job seekers and provide companies with more targeted recruitment strategies. 
At the same time, the similarity analysis using the TF-IDF algorithm helps job seekers find 
more suitable jobs among many positions, providing them with more targeted employment 
guidance. This study provides a new perspective and understanding of the current changes in 
the job market and provides useful references and insights for recruitment practices and job 
seekers. It is hoped that the study can provide a useful reference for scholars and practitioners 
in related fields and positively promote future research and practice. Future research can 
further explore how to combine AI technology to make more accurate recruitment 
recommendations, as well as how to predict the industry development trend through big data 
analysis to provide more comprehensive and in-depth support and guidance for both job 
seekers and enterprises. 
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