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Abstract

The increased penetrations from variable renewable generation (VRG), such as solar and wind, into power systems, growing the flexibility requirements for managing the uncertainty and variability of output power. These flexibility requirements can be achieved by many flexibility options. However, quantifying the flexibility available and required in a power system is a complicated problem. The paper reviews different flexibility metrics that measure the flexibility available from each conventional generator and that measure the flexibility available and needed by a power system at either planning and operational stages. Due to the dynamics of power systems, no flexibility metric has been taken as a standard. Accordingly, for high variable renewable generation shares, it is necessary to have a deeper understanding of power ramping scale as well as times when collective ramp events are most likely to occur. The paper introduces a method for power ramping analysis that will be demonstrated by analysing the output power of aggregated Belgian wind farms. In addition, the ramp characteristic indicators have been proposed for comparing the ramping behaviour of VRG in different years or between different countries.
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1. Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Annual electricity demand</td>
</tr>
<tr>
<td>$d_n$</td>
<td>The total number of historical day readings</td>
</tr>
<tr>
<td>$Flex_r$, $FLEX_i$</td>
<td>Flexibility index of the individual generator $(r)$ and the entire system flexibility</td>
</tr>
<tr>
<td>$flex_{t,ri,+}$</td>
<td>Available upward flexibility</td>
</tr>
<tr>
<td>$flex_{t,SYSTEM,i,+/-}$</td>
<td>System flexibility time series</td>
</tr>
</tbody>
</table>

Available flexibility distribution

The contingency reserve requirement
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The available flexibility from online and offline power resources.

The available flexibility from an offline and online resource r at observation time t.

The length of the power curve time series.

The average value of historical daily power ramps.

The standard deviation of historical daily power ramps.

The maximum upward and downward value of historical daily power ramps.

The maximum and minimum specification limit of the physical variable y of generator r.

The total contribution of wind and solar energy to annual electricity consumption.

The share of power output from PV in the wind/PV power output.

Power ramps in load and net load.

Power ramp in a given time interval of i hours.

Power ramps in PV and wind.

The average value of power ramps during the studied day and at observation time t.

The average value of upward and downward power ramps during the studied day and at observation time t.

The maximum value of upward and downward power ramps during the day and at observation time t.

The historical readings for the power change at a selected observation time t.

Time interval.

The average value of output power from PV and wind over one year.

The standard deviation of power ramps during the day and at a selected observation time t.

The standard deviation of upward and downward power ramps during the day and at a selected observation time t.

2. Introduction

The continuous addition of variable renewable generation (VRG) in the power systems in spite of dispatchable conventional generation that its output can be adjusted according to market conditions has led to increasing the flexibility requirements to deal with power ramps in VRG. The power system flexibility is defined as the use of all the different components of the power system from power sources, infrastructure, operating systems and loads to make the balance between generated and consumed power capacity in all different operational time frames [1]. The concept of flexibility is generalized as “the capability of a power system to adjust the variation and uncertainty through the economic deployment of available resources for a given time interval. From a probabilistic perspective, flexibility indicates the probability that the supply of flexibility is abundant compared to the demand during the period of concern.” [2]. At low shares of VRG, the power system operators successfully managed the balance between generation and demand, the required flexibility is provided by reserve generation and generators scheduling as the system demand can be predicted to a large extent and the forecasting error is very small, but at high shares of VRG, a new evaluation of reserve generation is required, as the...
forecasting error is still relatively high and the VRG output power is unclear until it is realized, which require the estimation of the available and required flexibility in the power system. In [3], proposed studying energy-based operating reserves requirements instead of power-based to handle limited energy resources such as storage systems and demand response. Figure 1 shows the effect of wind power generation in net load (net load represent the remaining load that not supplied by VRG) which can cause high power ramps if wind generation decreases at the same time that demand increases, periods of shorter peaks in which conventional power generations operate fewer hours which affect the cost. Higher wind production produces the need for dispatchable generators that can turn their output power down to the low levels throughout the periods of low demand but remain available to rapidly increase it again [4].

![Figure 1. The effect of wind power production in net load](image)

The power system may have sufficient flexibility, but this flexibility is available in certain areas and cannot transfer between different power system areas due to transmission lines constraints. In [5], a new expression called locational flexibility was introduced for describing the power system capability in containing a certain node disturbance, the presented case studies illustrate that flexibility is varied at different grid locations.

3. Inflexibility features in power systems

The inflexibility of the power system can be investigated with the following characteristics:

a) Balance violation between demand and generation, leading to deviation of frequency or drop of loads.

b) Curtailments of VRG that mostly happen when there is abundance supply not absorbed by demand or when there are transmission lines limitations.

c) Electricity prices can reflect the inflexibility in the power system which appears in the following forms:

- **Negative electricity prices** due to many reasons such as conventional generators that could not decrease their output, disability to utilize the surplus generation and constrained capacity of transmission lines to transfer power over more extensive geographic areas. Nevertheless, negative prices sometimes happen without renewable generation in systems but it significantly increases with increasing shares of VRG.

- **Instability in electricity prices** as prices fluctuate between low and high due to restrictions in transmission lines capacity, inadequate ramping availability, operation of peak load power plants, and limited demand-side response [4].

4. Options for increasing flexibility in power systems

The transformation of a traditional power system to a VRG based system requires increasing the system flexibility by using the following options [1]:

- High flexible generators that have fast ramping capabilities.
- Demand-side Management (DSM).
- Energy storage systems.
- Robust communication and control infrastructure.
- Sufficient transmission lines capacities.
- Smart grid and internet of energy (IOE).
- Interconnection and with neighbouring systems.
- Selecting appropriate operational procedure and advanced forecasting techniques.
- Transforming excess electricity into thermal energy or to high-value gas products.
- Coordination between network operators (transmission system operator and distribution system operator)

It should be noted that there is no single flexibility option can meet all the flexibility requirements of the power system efficiently but a combination of flexibility options can do so with high efficiency.

5. Flexibility and generation adequacy

For high shares of VRG, the expression of system flexibility is introduced to complement generation adequacy. That can be simply determined, as the load profile used for adequacy calculations is relatively predictable. Generation adequacy is a function of aggregated generators capacity in the system, the forced outage rate of each generator and the yearly peak load hours, while a high degree of uncertainty surrounds system flexibility and its calculation is more complicated and more detailed data are required such as [6]:

- Availability of each power resource and its ramp rate.
- Magnitude and duration of net load ramps.
- Prediction of variations in net load.
- Interconnection between alternative systems.
- Existence of storage energy systems.
f) Demand-side response availability.
g) The arrangements of the market in place.
h) The strategies of reserve provision.
i) Flexibility requirements and resources vary according to the studied time horizon.

6. Evaluation of flexibility metrics studies

Flexibility metrics are divided into metrics that measure system flexibility either available or needed and metrics that measure generator flexibility.

6.1. Generators flexibility metrics

The power system operational flexibility was quantified and visualized in [7]. Where four parameters were used: power capacity ($P_r$), ramp-rate ($\rho$), energy capacity ($E$) and duration of the ramp ($Q$).

Operational flexibility was described as the set-points of all possible operations constrained by the three parameters $P_{r_{\max}}, \rho_{\max}$ and $E_{\max}$. For a power system unit, the three parameters span the flexibility cube, see fig.2.

![Figure 2. The flexibility cube of a generic power system unit with maximum available operational flexibility](image)

According to the authors, aggregating different units in a power system result in increasing flexibility capability of the system because their individual parameters of flexibility are added.

In operation, the available flexibility in any power system should be at any case as that needed to mitigate an expected worst-case disturbance; this condition is not only for the average but also for every time-step. For power system accommodation to events that cause a disturbance, the volume of the flexibility available should envelop the volume of the required flexibility. If not, there is at least one of the flexibility parameters axes lacking flexibility and the power system could not completely accommodate the disturbance events. The same concept is illustrated in [8][9], where the authors used dynamic envelopes in characterizing the provision and requirements of flexibility. The authors assert that by enclosing the envelope of flexibility requirement that formed via net load observations by the envelope of aggregated flexibility that shaped by flexibility power resources, sufficient power system flexibility will be achieved. However, the transmission line constraints are not included in the calculations.

The authors in [10] proposed two “offline” metrics, the first called normalized flexibility index that proposed to evaluate the capability of individual generating units and a mixture of generating units in providing the required flexibility. The flexibility index of the individual generator ($r$) was given by:

$$Flex_r = \frac{1}{2} \left[ \frac{P_{r_{\max}} - P_{r_{\min}}}{P_{r_{\max}}} \right] + \frac{1}{2} \left[ \frac{Rr_{r_{\max}} + Q}{\rho_{r_{\max}}} \right], \forall r \in A$$  

(1)

Where $1/2RR_r$ refers to the average value of the upward and downward ramp rate. The flexibility index of the individual generator $r$ is positive and less than one. The flexibility metric of the entire system ($FLEX_A$) was determined by the summation of generators flexibility indices multiplied by a weighting factor that is taken as the capacity contribution of each individual generator.

$$FLEX_A = \sum_{r \in A} \left[ \frac{P_{r_{\max}}}{P_{r_{\max}}} \times Flex_r \right], \forall r \in A$$  

(2)

If the flexibility metric of a certain generator is greater than that of the entire system, this generator in this system is classified as flexible. If-else it is classified as inflexible. The drawbacks of this metric: The classification of thermal generating units as flexible or not is restricted to the studied system and changed from one system to another. The metric is very simple while the operation of the power system is complicated and variable. The metric depends only on two physical characteristics of generator which are the operating range ($P_{r_{\min}}, P_{r_{\max}}$) and ramp rate and ignore other physical characteristics such as start-up time, shut-down time, minimum uptime and minimum downtime. In addition, since it is an offline metric, it does not take into consideration the current operating state of the generator, where an online generator with high flexibility could not have the capability of providing more flexibility. Furthermore, the metric focuses only on the flexibility of thermal generation whereas the transmission line constraints, storage and demand-side response and current operational state of generators not included in the flexibility calculations of the entire system.

The metric may be utilized in the early planning stage as it is fast calculated to check the flexibility of a studied system by adding new generators without performing simulation for system operation to evaluate the technical capabilities of system generators to accommodate variable renewable energy sources.

The second offline metric will be discussed in the following sections.

In [11], the authors presented a framework to build up a compound metric for flexibility evaluation within power system conventional generators. In which eight physical characteristics of generating units are used, which are
maximum output power, minimum stable output level that represent the generator operating range (OR), ramp-up rate (RUR), ramp-down rate (RDR), start-up time (SUT), shut-down time (SDT), minimum uptime (MUT) and minimum downtime (MDT).

The metric calculation contains a sequence of stages (see fig.3), which started by normalization of physical characteristics by using min-max method then weights are assigned to these indicators according to their potential impact in providing flexibility. After that, the indicators are aggregated for each generator to provide the compound flexibility metric.

\[ Flex_r = \sum_{j=1}^{k} (I_{fr} \times W_j), \ (j = 1, \ldots, k) \]
\[ \sum_j W_j = 1 \]
\[ 0 \leq W_j \leq 1 \]  

\[ (3) \]

The drawback of this metric, it does not take into consideration the current operational state of the generator. Where an online generator with high flexibility could not have the capability to provide more flexibility.

### 6.2. Power system flexibility metrics

In [12], the flexibility of the system is measured over the next five hours. Where flexibility is measured as a large variation range in the uncertainty (v) within which the power system remains feasible under a certain response time and cost threshold divided by the target uncertainty range (V), the system intended to accommodate. The proposed metric takes the transmission line and operational constraints into consideration.

\[ Flex_s = \frac{v}{V} \]  

\[ (4) \]

The drawback of this method, the degree of flexibility and the frequency of flexibility shortage depend on the risk tolerance of power system operators, as the target uncertainty range or forecast error range is set by the system operators.

The contribution of wind generation in the Irish power system is about 40-50% of total electricity consumption. The variation in wind production is managed by estimating the flexibility available in the system for the upcoming hour then comparing it to several values of the forecasted net load. From the comparison, the power system operator estimates whether the existing power resources have the capability to balance net load ramps in the presence of an estimated large forecasting error [13][14].

\[ Forecasted \ net \ load \ Ramp + Forecast \ Error = System \ Ramping \ Requirement \]  

\[ Ramping \ deficit = Ramping \ Requirement - Generator \ Ramping \ Availability \]  

\[ (5) \]

The drawback of this method, it does not take into consideration the transmission lines constraints. In addition, the calculation of ramping deficit every hour is a relatively long time interval as the wind production may vary many times during that period.

In [15], the authors used the methodology presented in [16] to represent the possible solutions for all input scenarios in a multi-dimensional space forming the operation region (uncut polyhedron), which is not necessary inside the system capacity available. Restrictions on physical variables corresponding to the available power resources are shaped the outside borders of a region (cube) of constraint specification. The intersection between the operating region and constraint specification region shaped feasibility region (cut polyhedron) which corresponded to the electric potential needs that provided resources should meet. The ratio of feasibility region to the operating region represents the flexibility metric.

\[ Flexibility = \frac{Volume \ of \ cut \ polyhedron}{Volume \ of \ uncut \ polyhedron} \]  

\[ (6) \]

The metric values range from 0 to 1, fig.4 shows a graphic illustration for this metric, where \( y_r \) indicates one of the physical variables that constrained by maximum and minimum specification boundary \( y^{max} \leq y_r \leq y^{min} \).
The mentioned regions varied according to the studied time, giving a dynamic flexibility metric evaluated over time. The flexibility metric depends on comparing the balance reserves available by the unit commitment and dispatching solutions to a group of VRG output scenarios and system demand. A balancing reserve solution is associated with each scenario provided that it preserves a certain level of reliability but a single solution is kept for committing in advance. Obviously, one scenario’s solution doesn’t necessarily meet other scenarios’ reliability requirements. The sum of the probabilities of the scenarios fulfilled by the selected solution strategy defines the flexibility metric, see fig.5.

The drawbacks of this metric: For each period, it presupposed the calculations of a variety of unit commitment scenarios, which increase the computational efforts required. In addition, it does not take into consideration the transmission lines constraints.

\[
P_{\text{tr}} + \text{flex}_{\text{tr},i,+} \leq P_{\text{tr}}^{\text{max}}
\]

\[
P_{\text{tr}} - \text{flex}_{\text{tr},i,-} \geq (0, P_{\text{tr}}^{\text{min}})
\]

For each resource, once both upward and downward flexibility are determined for wholly studied time horizons, the time series of system flexibility \( \text{flex}_{\text{SYSTEM},i,+/-} \) is calculated as follows:

\[
\text{flex}_{\text{SYSTEM},i,+/-} = \sum_{r} \text{flex}_{\text{r},i,+/-}
\]

After that the available flexibility distribution \( \text{AFD}_{i,+/-}(X) \) is deduced from \( \text{flex}_{\text{SYSTEM},i,+/-} \), which indicates the likelihood that power of X MW or lower will be available from a flexible power resource during the time horizon \( i \), then the insufficient ramping resource probability \( \text{IRRP} \) for each observation time is calculated from \( \text{AFD}_{i,+/-}(X) \), which represent the cumulative probability that a power system failed to meet the required net load ramp at that observation time. In order to eliminate cases at which just enough flexibility is available in \( \text{AFD}_{i,+/-}(X) \), the magnitude of net load ramp is reduced by 1MW. Hence, \( \text{IRRP}s \) given by:

\[
\text{IRRP}_{i,+/-} = \text{AFD}_{i,+/-}(NLR_{i,+/-} - 1)
\]

The summation of \( \text{IRRP}s \) for each ramp direction over the whole time series \( T_{i,+/-} \) gives the insufficient ramping resource expectation \( \text{IRRE}_{i,+/-} \) as follows:

\[
\text{IRRE}_{i,+/-} = \sum_{r} \text{IRRP}_{i,+/-}
\]

The drawback of this method, it does not take into consideration the transmission lines constraints as sufficient ramping capabilities may be available in the system but cannot transfer between different areas.

In [6], the authors studied system flexibility at planning stage hence some assumptions were supposed, such as the generator’s operation is dependent on the merit order dispatch, by which the demand is supplied by dispatching the generating units according to the incremental marginal generation \( (P_{\text{tr}}^{\text{max}/\text{min}}) \) are the necessary constraints for an online resource:

\[
\text{flex}_{\text{tr},i,+} = RR_{r,+} \times (1 - (1 - \text{Online}_{\text{tr}}) \times S_{r})
\]

\[
P_{\text{tr}} + \text{flex}_{\text{tr},i,+} \leq P_{\text{tr}}^{\text{max}}
\]

\[
P_{\text{tr}} - \text{flex}_{\text{tr},i,-} \geq (0, P_{\text{tr}}^{\text{min}})
\]
cost of energy at the maximum output from each generator. The proposed methodology determines the periods of flexibility deficit which requires the output power time series from each flexible resource in the system such as generators, storage systems, demand-side response (DSR), and from the interconnection with adjacent areas. The periods of flexibility deficit are calculated as follows:

(i) The average cost (AC) for each generating or storage unit at maximum power output is determined then the power resources are arranged in ascending order in accordance to the increase in marginal costs to form the merit order supply function.

\[
AC = \frac{\text{Net load} \times \text{Capacity} \times \text{Marginal Cost} \times \text{Capacity}}{	ext{Capacity}}
\]  

(ii) The net load time series is calculated by subtracting the output of VRG from system demand at each observation time then net load ramps (NLR) are determined.

\[
\text{NL}_t = \text{system demand}_t - \sum \text{VR}_t \text{R}_i
\]

\[
\text{NLR}_{t,i} = \text{NL}_{t,i} - \text{NLR}_t
\]

(iii) The net load duration curve (NLDC) is formed by arranging the net load in descending order. For system reserve provision, the required reserve can be added to NLDC. After that, the net load is supplied by adding resources One after the other starting with the least cost according to the merit order and by taking into consideration minimum stable generation level for each generator (MSG).

(iv) The available flexibility from an online power resource \( F_{\text{t,i,online}} \) is determined by calculating the maximum increase in its power at the studied time horizon which constrained by its rated power and the initial output power at each observation time:

\[
F_{\text{t,i,online}} = \text{Online}_{t,i} \times \min(\text{RR}, \times i, \text{Rated capacity}_r - P_{\text{t,i}})
\]

(v) The flexibility available from an offline resource if it can be synchronized and start production within the selected time horizon is given by:

\[
F_{\text{t,i,offline}} = \min(\text{RR}, \times (i - S), \text{Rated capacity}_r) \times (1 - \text{Online}_{t,i})
\]

(vi) The time series of the flexibility available for a power system is calculated by adding both online and online available flexibility for every power resource.

\[
F_{\text{online}} = \sum_{r=1}^{K} F_{\text{t,i,online}} + \sum_{r=1}^{K} F_{\text{t,i,offline}}
\]

The drawbacks of dispatching generators by merit order method are the exaggeration the system’s flexibility, as the results, in reality, are sub-optimal because the merit order commitment is non-chronological and the power system costs are minimized for each time interval, while unit commitment solutions take many other factors such as demand forecasting of next periods, forecast errors, start-up time and cost for each power resource. Consequently, dispatching fast-starting resources that are more expensive out-of-merit is possible to avoid the start-up of huge power resource that is only required for a small period of time. Therefore the flexibility available is less than that of merit order method. Moreover, the transmission network constraints are not included. In addition, although net load ramps may be up or down, the upward flexibility was examined only.

As a result, an improvement to the previous method for more realistic results is done by mixing between merit order and economic dispatch methods, in which all power resources are dispatched by merit order in condition that their maximum power output is less than net load level and the remaining resources are dispatched for supplying the residual of net load according to the economic dispatch method to reduce the total cost. A power system is considered has a shortage of flexibility or net ramping resource deficit \( PFD_{t,i} \) when \( \text{NLR}_{t,i} \) is greater than the flexibility available \( F_{\text{available}} \).

\[
PFD_{t,i} = \text{NLR}_{t,i} - F_{\text{available}}
\]

\( PFD_{t,i} \) is equivalent to the IRRE outlined in [17], as both metrics measure the system flexibility, but differ in the assumptions relating to the risk level and \( PFD_{t,i} \) is deterministic but \( IRRE_{t,i} \) is a probabilistic metric.

The drawback of this method, the transmission line thermal limits and security constraints are not included in the calculations.

In [18], the authors proposed a simple metric based on dividing the net load ramping by the available power system flexibility, when the metric less than 1, there is sufficient flexibility in the system. While load shedding is required if the metric is more than 1, as follows:

\[
\text{flex}_{\text{system}} = \frac{\text{NLR}_{t,i}}{F_{\text{available}}}
\]

The drawback of this method, it does not take into consideration the transmission lines constraints as sufficient ramping capabilities may be available in the system but cannot transfer between different areas.

In [19], the authors presented a metric for power system planners to calculate both upward and downward flexibility and to demonstrate the effect of transmission line networks on the flexibility by calculating maximum realizable flexibility. The maximum demand that can be transferred to a power system and balanced by the system power resources without breaking either the generating units or the network restrictions was defined as the maximum flexibility that can be realized for that period of time \( RF \). In this method
upward and downward flexibility are calculated as in [17]. If the power system network is not congested, all flexibility available from every power source that scheduled for operating will be realized. But in fact, the total realized flexibility may be lower than that typically available because the flexibility estimation methods depended only on the resource schedules, which led to an overestimation of system flexibility. For calculating realizable flexibility, specialized computer programs should be used such as the one used in [20], by which an optimization process can be performed to calculate the maximum allowable power system flexibility under a variety of conditions for all time periods. Through the optimization process the net demand, and consequently the output power of flexible power resources are increased until reaching either network or flexibility limitations. In that case, the maximum upward flexibility that can be realized is determined. After that, the path of the optimization process is altered to calculate the flexibility which can be realized downward. The realized flexibility is estimated by considering three varied parameters, both of them are time-dependent which are the time period and the selected time horizon (\(t, l\)) and the other varied parameter is the output scenario of VRG (\(s\)). For every scenario, a different flexibility amount is deployed according to ramps in VRG until the line flow boundaries were reached. Hence, different values of flexibility are estimated accordingly to the studied scenario and the expected values at every time period are taken to represent the flexibility of the system.

\[
\text{NetFlexibility}_{t,s} = RF_{t,s} - (\text{Contingency}_{t,s} + NLR_{t,s})
\]

\[
\text{NetFlexibility}_{t,s} = NLR_{t,s} - \text{Contingency}_{t,s} - RF_{t,s}
\]

\[
PFD_{t,s,i,+/-} = \# \text{NetFlexibility}_{t,s,i,+/-} < 0
\]

\[
PFD_{t,s,i,+/-} = \text{Mean} [PFD_{t,s,i,+/-}]
\]

The metric of flexibility deficit periods (\(PFD_{t,s,i,+/-}\)) counts the number of time periods at which the summation of net load ramping (\(NLR_{t,s}\)) and contingency reserve (\(\text{Contingency}_{t,s}\)) requirements exceed the realized flexibility (\(RF_{t,s}\)) for each ramp direction. The index of \(PFD_{t,s,i,+/-}\) is calculated for each scenario and after that, the \(PFD_{t,s,i,+/-}\) for that time horizon and direction were taken as the average of all scenarios values.

The drawbacks of this index, the transmission line thermal limits and security constraints are not included in calculations. In addition, for each scenario of VRG production, a different flexibility amount is deployed according to ramps in VRG and consequently a different number of periods of flexibility deficit which increase the computational efforts required.

In [21], wind and solar power that integrated with different combined penetration levels in Europe were discussed. The analysis concluded that the important element was the power ramps (\(\Delta_i P(t)\)) which represented by the variation of power in a studied time interval of (i) hours as follows:

\[
\Delta_i P(t) = p(t) - p(t - i)
\]

\(t = \{i+1, \ldots , 8760\}\)

The net load ramp rates are determined for every country as a function of load, wind and PV ramp rates as follows:

\[
\Delta_i NL(t) = \Delta_i L(t) - \frac{\alpha \beta D}{8760 \, \mu_{PV}} \Delta_i PV(t) - \frac{\alpha (1 - \beta) D}{8760 \, \mu_{W}} \Delta_i W(t)
\]

\[
\alpha = \frac{\sum_{s=1}^{8760} P_{\text{wind}(t)} + \sum_{s=1}^{8760} P_{\text{PV}(t)}}{D}
\]

\[
\beta = \frac{\sum_{s=1}^{8760} P_{\text{wind}(t)} + \sum_{s=1}^{8760} P_{\text{PV}(t)}}{D}
\]

For performing a comparison between countries, all ramps occurred in every country were determined as a percentage from the peak load. The system requirements of flexibility were evaluated depending on the following factors:

(i) The VRG share and the share of wind and PV in the wind/PV generation as choosy variables selected by decision-makers.

(ii) The characteristics of power ramps in load, PV and wind which affected by the geographic location, the positioning of the generator and the size of the system.

(iii) The correlation between ramps in VRG and load and also between wind and PV ramps.

The drawback of this method, it does not take into consideration the transmission lines constraints. In addition, the calculations of power ramps in a studied time interval of (i) hours are relatively a long time interval as the wind and PV production may vary many times during this period.

In [22], a flexibility chart was developed to present a simple non-technical means to quickly identify the potential of the system’s flexible power resources. In which the installed capacity percentage of five flexible power resources including combined cycle gas turbine, hydro, pumped hydro, combined heat and power (CHP) and interconnection relative to the peak demand were indicated in the chart. However, the chart was just for indication and did not include the calculation of the overall flexibility of the power system.

In [23], a structure for flexibility planning model was proposed. The flexibility needs are determined by running an optimization algorithm over the whole year with a one-hour resolution, the optimization results determine the number of generating units of each type (base, intermediate and peaking generating units) that needed to minimize the total cost.

The drawback of this method, the optimal amount of flexibility is investigated depending on the average representative weeks which insufficient to provide inter-
hour variation of the renewable generation, where the load profile of the whole year is represented by four weeks, each week reflects the average load profile of the season; these weeks represent the 672 hours of the optimization horizon. Furthermore, the transmission line limitations are not included in the calculations.

In [24], a flexibility ramping product model is proposed that based on net load forecasts, in which joint probability distribution of load, wind and solar forecasting errors are used to cover all extreme forecasting errors. In [25], the design of flexibility ramping product is proposed by modelling uncertainty through simulation-based optimization for selecting net load standard deviations.

The drawback of these methods, the flexibility ramping product is only focused on conventional generators rather than other sources such as storage systems and demand-side management. Furthermore, the transmission line congestion is not taken into consideration to ensure the delivery of flexibility offered by different generating units located at different locations in the power system. The case study used in [25] is very simple and for proving the method, a practical case study is required.

In [26][27], the authors estimated the flexibility range for the next hours at each primary substation node, as the feasible flexibility resources that are available in the distribution grid which originated from actions of flexibility (demand response, flexible distributed generation, or control of reactive power from the distribution system operator assets) are informed to the transmission system operator. The costs of activating these flexibility resources are also considered to carry out a cost-benefit assessment of the available actions.

The drawback in [26], the random sampling by the Monte Carlo simulation is not the best solution as it is difficult to capture the primary substation's extreme flexibility points, even if the number of samples is increased. Hence, to solve this problem, an optimization model should be developed as well as to reduce the computational effort needed to identify the area of flexibility. In addition, other types of flexibilities, such as flexible AC transmission systems (FACTS) and distributed storage, as well as asymmetric flexibility costs should also be included in the methodology. While an optimization model was used in [27] to explore the limits of active and reactive power flow at the boundary nodes that define the flexibility area. However, further investigations should be carried out to study the effect of assets of a discrete control nature (e.g., on-load tap changers, capacitor banks) on the occurrence of disjoint flexibility areas.

6.3. Power system flexibility evaluation tools

The International Energy Agency (IEA) designed a flexibility assessment tool (FAST) which utilized as a measure of flexibility requirements in various power system areas with different VRG penetration levels [28]. In 2014, IEA presented FAST2 which is a modified version of FAST with many flexibility assessment time scales [29]. More data is needed by FAST2, such as the flexibility features of conventional units, the information about DSM and interconnection. FAST2 determines the maximum alteration in the balance between generation and demand at a given instant that the power system is able to meet. In addition, it computes the VRG integration level at which more flexibility is needed.

In [30], The International Renewable Energy Agency (IRENA) has designed an open-source tool to evaluate power system flexibility for members (Colombia, Uruguay, Panama, and Thailand) and to identify least-cost solutions to efficiently increase VRG's share of their energy mix. The FlexTool is data-driven, which means that the model structure is relatively general, and input data plays a major role in specifying what the model does. The inputs required include demand, generation mix, VRG time series, interconnections and fuel costs.

The Electric Power Research Institute (EPRI) made a framework consists of four flexibility evaluation levels at various stages of power systems long-term planning process [31][32]. InFLEXion is a multi-level flexibility evaluation tool that includes four flexibility metrics which are IRRE, PFD, expected unserved ramping (EUR) and well-being assessment. The expected unserved ramping metric evaluates the total flexibility shortage magnitude rather than duration; it determines the aggregate deficits of power ramping over a certain time horizon. Well-being analysis used the deterministic and probabilistic indicators to identify the state of the power system from the following states: at risk, marginal or healthy [33]. Similarly, InFLEXion tool evaluates the flexibility shortages magnitude and frequency over a specified time period using PFD and EUR to decide whether the state of the power system is safe, warning, or dangerous [32].

In [34], the authors noted that the earlier studies concentrated mostly on the operating problems and did not address the economic considerations of adding flexibility resources to the power system. As a result, a simulation model was developed for stochastic production, known as REFLEX (Renewable Energy Flexibility), in which a variety of power system reliability and flexibility metrics are used in characterising the flexibility expected and shortages of adequacy in the system, it then evaluates the optimal investment in flexible capacity by comparing the additional costs of flexible resources with the improvement obtained as a result of avoided violations of flexibility. This assisted power systems planners in the determination of least-cost capacity strategy to face challenges introduced by the integration of VRG in various timescales.

6.4. Flexibility metrics derived from generation adequacy metrics

Some of the power system flexibility metrics are derived from the generation adequacy metrics. The authors in [35] used the effective load carrying capacity (ELCC) method [36][37], which measures the added load that the power system is able to supply with a particular generator without
any change in reliability to suggest the effective ramping capability metric (ERC). ERC metric is used in estimating the contribution of a new generating unit to overall power system capacity; in addition to the unit’s contribution to the ramping capacity of the overall power system. The calculation of ERC is the same as that of ELCC, except that, rather than using the rated output power of the unit, the maximum ramp of the unit is applied in a certain direction and time period.

The drawback of this method is in calculating the ramp availability rate of conventional generation plant based on a simple merit order. Furthermore, it does not take into consideration the transmission lines constraints as sufficient ramping capabilities may be available in the system but cannot transfer between different areas.

In [38], the authors presented a framework for characterizing the available flexibility in the multi-area systems. The framework is focusing on the available reserves and the tie-lines flow, which is similar to the available transfer capacity (ATC) metric, but (N-1) security criterion is taken into consideration. The proposed approach discussed the inclusion of flexible resources in adjacent areas to handle the occurred contingencies in a certain area. Hence, the term “exportable flexibility” was introduced to measure the flexibility that one area can introduce to its neighbours. This enables the power system to handle larger variations and permits more integration of VRG.

The methodology drawback is in the available flexibility calculation, which is based on the assumption that the demand is covered and the operational restrictions are achieved. Also for validating the methodology, more examples that are focusing on more than two areas are required.

In [39], the lack of ramp probability (LORP) was proposed, which is similar to the loss of load probability (LOLP) that is utilized for measuring capacity adequacy. LORP measures the capability of the system for meeting net load changes in real-time. LORP is relied on the possibility of meeting the expected net load in the next period from the current generator schedules, considering the inter-temporal schedules increments of both imports and exports interconnection, in order to add the positive import and negative export increases as ramp-up capacity as follows:

\[
LORP_2^i[t] = Pr(\sum_{j \neq A} \{P_i^f[t] - \min(i \times RR_i, P_i^{\max} - P_i, < NL_i[t + i]) \}
\]

\[
LORP_2^o[t] = Pr(\sum_{j \neq A} \{P_i^f[t] + \min(i \times RR_i, P_i^{\max} - P_i, > NL_i[t + i]) \}
\]

\[
RC_i[t] = Zonal Generator Ramp Power[t] + (Import[t] + Import[t] - Export[t] - Export[t + 1])
\]

\[
LORP^m_2[t] = Pr(\sum_{j \neq A} P_i^f[t] + RC_i[t] < NL_i[t + i], \forall Z)
\]

The proposed metric computed the available flexibility in two-steps:

(i) The network is reduced first by considering each zone as a single bus with net injection; in which all generators and loads are connected to this bus, the transmission lines flow limits are ignored, and the tie-lines between each pair of zones are aggregated to an equivalent single tie line. Then in the first step, generation is dispatched to meet the net load of current time period plus the worst case of the following ones, taking into consideration uncertainty and ramps limits.

(ii) In the second step, the flow limits of tie-lines are partially relaxed based on acceptable selected short-term flow violation for tie-line, which is selected by the system operator, then a deterministic optimization economic dispatch is executed for all the system with keeping the ramping capability of the zones at the same values determined in the first step.

For the current time interval and future time intervals, the generator dispatch solutions are obtained each time the two-step economic dispatch is solved. The current interval solution is implemented whereas the future interval solutions are considered as recommended. After that, the process is repeated by moving forward in time and taking the updated forecast information of both load and renewable generation.

The drawback of this method is in the first step of the dispatch model, as the constraints of intra-zonal flow are not considered, so not all the realizations of the net load uncertainty are taken into account by the dispatch solution. Therefore, shortage events are reduced but not eliminated completely.

In [10], the second offline metric is known as loss of wind estimation (LOWE), which is similar to LOLP. LOWE was proposed to evaluate the power system flexibility by calculating the probability of having wind curtailment in the system during a year. In this metric, statistical analysis is performed to calculate the probability of net load to violate system technical thresholds. The technical thresholds that are taken into consideration are the minimum load level and both upward and downward ramp capabilities.

The drawbacks of this metric, it takes only the balancing issues in wind curtailment and not takes into consideration the transmission lines constraints. In addition, since it is an offline metric, the current operating state of generators is not included in the calculation. Furthermore, it assumes that wind curtailment occurs due to three independent events, when net load decreases below the minimum load level of the system or the violation of either upward or downward capabilities of generators, while the net load can fall below the system’s minimum load point, and the generators do not have adequate ramp-down capabilities at the same time.

In [40], The authors proposed new metrics to evaluate power system flexibility by involving electric vehicles into the flexible ramp market. The impact on power system reliability and flexibility were evaluated for both the electric vehicles direct participation and by cooperation with conventional generators. The drawback of these metrics, the calculations do not take into account the transmission lines constraints.
In [2], four metrics were proposed by the authors which are loss of flexibility probability (LOFP), loss of flexibility duration (LOFD), loss of flexibility expectation (LOFE) and flexibility demand shortage (FDS). The LOFP is similar to LORP and IRRE but LOFP is independent with time, while LORP and IRRE are time-varying. So do as LOFD and LOFE compared to PFD and the expected energy not served (ENS). The metrics have the following characteristics:

- In case of upward flexibility, the relationship between the index and load loss is linear and so as with VRG curtailment in case of downward flexibility.
- The proposed flexibility metrics can be determined, once the acceptable curtailment limit was determined, the metrics can be used with diverse options of flexibility such as units of conventional generating and energy storage.
- The drawback of these metrics, the calculations do not take into account the transmission lines constraints.

7. Flexibility and analysis of power ramps in VRG

The flexibility metrics studies that are illustrated in the previous sections outlined that the important factor in power system flexibility is the power ramps in VRG. While an improvement in wind power forecasting has been achieved, the percentage forecasting error is still relatively high. Therefore, as the VRG shares increase in the system, as the forecasting error impacts the balance between generation and consumption. Consequently, the power system operators should have more information about the behaviour of VRG power ramps in the system, which includes the scale of power ramps as well as the expected times at which high power ramps are most likely to occur, to balance these ramp events in order to achieve flexibility and reliability in the power system. In the next sections, an analysis method for historical VRG data will be presented in order to obtain information about the behaviour of VRG power ramps. The analysis method will be demonstrated by analysing the historical output power of aggregated Belgian wind farms every 15 minutes for the years 2017, 2018.

7.1. Analysis procedures

The analysis of historical VRG output in the power-time curve will take two directions, which are vertical and horizontal as follows:

Vertical analysis direction

In which the power ramping behaviour at each observation time (t) in the power-time curve is studied separately in detail. The historical readings are used to calculate the power ramps occurred at a certain observation time within a selected time interval (Δt), where Δt is selected by the power system operator according to the studied operational stage, then moving to the next one until finishing all observation points in the power signal time series as follows:

\[ \Delta p_n = P(t_n + \Delta t) - P(t_n) \quad n = (1, \ldots, N) \quad (28) \]

In the previous equation, both \( t \) and \( \Delta t \) are fixed and \( n \) is changed until finishing all the studied historical readings then moving to the next observation time \( (t + \Delta t) \). If \( \Delta p_n \) is positive, it refers to power ramp-up \( (\Delta p_{n+}) \). Conversely, if \( \Delta p_n \) is negative, it refers to power ramp down \( (\Delta p_{n-}) \).

If,

\[ \Delta p_n > 0 \rightarrow \Delta p_{n+} = (\text{Ramp-up}), \]

and if,

\[ \Delta p_n < 0 \rightarrow \Delta p_{n-} = (\text{Ramp-down}) \quad (29) \]

The average value \( \Delta p_{n\text{avg}} \) and the standard deviation \( \sigma_t \) of power ramps at the studied observation time \( t \) is given by:

\[ \Delta p_{n\text{avg}} = \frac{1}{N} \sum_{n=1}^{N} \Delta p_n \quad (30) \]
\[ \sigma_t = \sqrt{\frac{1}{N-1} \sum_{n=1}^{N} (\Delta p_n - \Delta p_{n\text{avg}})^2} \quad (31) \]

If \( \Delta p_{n\text{avg}} \) is positive, it means that the mostly occurrence ramp type at observation time \( t \) is ramp up. Conversely, if \( \Delta p_{n\text{avg}} \) is negative, it means that the ramp down type is the mostly occurrence ramp in that observation time, which give the power system operator the information about the most frequent ramp type at each observation time \( t \).

A low standard deviation value indicates that the historical power ramp readings at this observation time are concentrated around the average which means that the average value of power ramps can express perfectly the ramps in the system at this observation time, while a high value indicates that power ramps are spread out over a wider range and the average value does not express perfectly the ramps in that observation time.

The average value and the standard deviation of upward and downward power ramps at the studied observation time \( t \) are given by:

\[ \Delta p_{n\text{avg}+} = \frac{1}{N_+} \sum_{n=1}^{N_+} \Delta p_n \quad , \quad n_+ = (1, \ldots, N_+) \quad (32) \]
\[ \Delta p_{n\text{avg}-} = \frac{1}{N_-} \sum_{n=1}^{N_-} \Delta p_n \quad , \quad n_- = (1, \ldots, N_-) \quad (33) \]
\[ \sigma_{t+} = \sqrt{\frac{1}{N_+-1} \sum_{n=1}^{N_+} (\Delta p_{n+} - \Delta p_{n\text{avg}+})^2} \quad (34) \]
\[ \sigma_{t-} = \sqrt{\frac{1}{N_-1} \sum_{n=1}^{N_-} (\Delta p_{n-} - \Delta p_{n\text{avg}-})^2} \quad (35) \]
The maximum historical power ramps and the ramping range at each observation time during the studied time interval can be obtained from “(28)” as follows:

\[
\Delta p_{\text{max}}^+ = \max p_n \quad \Delta p_{\text{max}}^- = \min p_n
\]

\[
\text{Ramping range}_t = \Delta p_{\text{max}}^+ - \Delta p_{\text{max}}^-
\]

After finishing the above calculations at observation time \( t \), the next observation time \( (t + \Delta t) \) in the power signal time series is taken as the observation time \( t \) and the calculations are repeated until reaching \( t = 24 \, \text{h} \).

**Horizontal analysis direction**

In which the daily historical readings of power ramps are studied to get information about the power ramping behaviour in certain weeks, months, seasons or years during the studied time interval \( \Delta t \), the power ramps time series can be obtained by fixing \( t \) and changing \( t \) as follows:

\[
\Delta p_t = P(t + \Delta t) - P(t), \quad t = (1, ..., h)
\]

\[
\Delta p_t > 0 \rightarrow \text{Ramp-up}
\]

\[
\Delta p_t < 0 \rightarrow \text{Ramp-down}
\]

The average value of power ramps (\( \Delta p_{\text{avg}} \)) in the selected time interval \( \Delta t \) during the studied day and the standard deviation \( (\sigma_d) \) is given by “(38)” and “(39)”:  

\[
\Delta p_{\text{avg}} = \frac{1}{h} \sum_{t=1}^{h} \Delta p_t
\]

\[
\sigma_d = \sqrt{\frac{1}{h-1} \sum_{t=1}^{h} (\Delta p_t - \Delta p_{\text{avg}})^2}
\]

The average value and the standard deviation of upward and downward power ramps during the studied day is given by:

\[
\Delta p_{\text{avg}}^+ = \frac{1}{N_+} \sum_{n=1}^{N_+} \Delta p_{n+}, \quad N_+ = (1, .., N_+)
\]

\[
\Delta p_{\text{avg}}^- = \frac{1}{N_-} \sum_{n=1}^{N_-} \Delta p_{n-}, \quad N_- = (1, .., N_-)
\]

\[
\sigma_d^+ = \sqrt{\frac{1}{N_-1} \sum_{n=1}^{N_-} (\Delta p_{n-} - \Delta p_{\text{avg}}^-)^2}
\]

\[
\sigma_d^- = \sqrt{\frac{1}{N_+1} \sum_{n=1}^{N_+} (\Delta p_{n+} - \Delta p_{\text{avg}}^+)^2}
\]

The maximum power ramps and the ramping range in a studied day through the studied time interval is given by “(44, 45)”:

\[
\Delta p_{\text{max}}^+ = \max \Delta p_t \quad \Delta p_{\text{max}}^- = \min \Delta p_t, \quad t = (1, .., h)
\]

\[
Ramping \ range_t = \Delta p_{\text{max}}^+ - \Delta p_{\text{max}}^-
\]

The historical ramping features in a week, month, season, and a year ago can be obtained as in “(46)”:

\[
\text{his} \Delta p_{\text{avg}} = \frac{1}{d_n} \sum_{h=1}^{d_n} \Delta p_{\text{avg}}
\]

\[
\text{his} \Delta p_{\text{max}}^+ = \max \left\{ \frac{1}{d_n} \sum_{h=1}^{d_n} \Delta p_{\text{avg}}^+ \right\}
\]

\[
\text{his} \Delta p_{\text{max}}^- = \min \left\{ \frac{1}{d_n} \sum_{h=1}^{d_n} \Delta p_{\text{avg}}^- \right\}
\]

i.e. for a week, month and year, \( d_n = 7, 30 \) and 365 respectively.

### 7.2. Ramp characteristic indicators (RCI)

The power systems increase the installed capacity of VRG continuously. Consequently, the power ramping behaviour of VRG will also change. The power systems will need to investigate the effect of increasing shares of VRG on the power ramping behaviour. The ramp characteristic indicators are proposed for comparing the ramping behaviour of VRG in different years. These indicators can be utilized also for comparing the ramping behaviour between power systems in different countries, in which the elements of ramping behaviour that calculated in the previous section are divided by the average installed VRG capacity throughout the year as follows:

\[
\text{RCI}_{\text{max}}^{+/-} = \frac{\Delta p_{\text{max}}^{+/-}}{\text{average installed VRG capacity}}
\]

\[
\text{RCI}_{\text{avg}}^{+/-} = \frac{\Delta p_{\text{avg}}^{+/-}}{\text{average installed VRG capacity}}
\]

\[
\text{RCI}_{\text{ramping range}} = \frac{\text{Ramping Range}}{\text{average installed VRG capacity}}
\]

\[
\text{RCI}_{\text{ramping range}} = \frac{\sigma_d^{+/-}}{\text{average installed VRG capacity}}
\]

**Frequency of upward and downward power ramps**

In statics, the frequency of an event refers to the number of occurrences of that event. The relative frequency is calculated by dividing each event frequency by the total number of data points. The sum of events relative frequencies should be equal to 1. The power system operator can get information about the probability of occurrence of a certain ramp direction as follows:

\[
P(N_{+/-}) = \frac{N_{+/-}}{N}
\]
8. Case study

Belgium is one of Europe's most interconnected countries, as Belgium is capable of importing and exporting over 40% of its peak demand. In Belgium, coal-fired units were gradually replaced by gas-fired units until the last coal-fired plant was closed in 2016. Furthermore, nuclear power, which accounts for 50% of the total electricity generated, is also planned to be phased out over the next five years. Accordingly, Belgium’s share of renewable generation is expected to double in 2030 compared to 2017 that represented around 17% of electricity consumption. The output power of Belgium’s aggregated wind farms (onshore and offshore wind farms) is analyzed in the last two years 2017 and 2018 using the analysis procedures explained above. The aggregated wind power output in Belgium was recorded every 15 minutes, including the aggregated wind power in Belgium recorded by month, day, hour and minute [41]. The maximum installed wind power capacity in 2017 is 2621.924 MW and the average installed wind capacity throughout the year is 2439.074 MW. Whereas in 2018, the maximum installed wind power capacity is 3157.185 MW and the average installed wind capacity throughout the year is 2922.08 MW. The variations in wind power are calculated in that time interval ($\Delta t = 15 \text{ min}$). The power ramp is considered as a ramp event if it exceeds 5% of the rated power ($p_k$).

8.1. Vertical analysis results and discussion

A comparison between the total numbers of upward power ramps in 15 min interval at each observation time $t$ for years 2017 and 2018 is showed in fig.6, in which the numbers of upward power ramps are nearly equal for all the studied observation times. The numbers of upward power ramps increase in the period from 11 AM to 11 PM.

In fig.7, a comparison between the total numbers of downward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018 is showed. The two curves nearly have the same values in most observation times. The numbers of downward power ramps decrease in the period from 11 AM to 11 PM. Therefore the numbers of upward power ramps are more than the numbers of downward power ramps in the period from 11 AM to 11 PM, whereas, in the period from 11 PM to 11 AM, the numbers of downward power ramps is more than that of the upward. In the duration from 3:00 AM to 3:30 AM, a quick change in the numbers of power ramps happened from a high number of downward power ramps at 3:00 AM to a high number upward power ramps at 3:30 AM, this appears also in the average values of upward and downward power ramps that are presented in fig.8,9.

The average values of upward and downward power ramps in all observation times are nearly equal in the two years, but the values in 2018 are to some extent more than that in 2017, see fig 8, 9. Hence as the average installed wind capacity increases as the average values of power ramps increase. However, when comparing the average values of power ramps with the average installed wind capacity, the two years nearly have equal ramp characteristics indicators, see fig 10, 11.

The standard deviation values of upward and downward power ramps are shown in fig 12, 13. The curves nearly have the same values in most observation times but the values in 2018 are to some extent more than that in 2017. However, when comparing the standard deviation values of power ramps with the average installed wind capacity, the two years nearly have equal ramp characteristics indicators, see fig 14, 15.

The comparison between the average values and the standard deviation of upward and downward power ramps illustrates that the standard deviation values are greater than the average values, which exhibits the fluctuations in wind power, thus the average values of power ramps should not be used to represent the actual power ramps in wind power.

The maximum upward values of power ramps in 15 min interval at each observation time $t$ for years 2017, 2018 are showed in fig.16, the values of the two curves are close to each other and nearly have the same values at many observation times as in 00:00, 1:30, 2:30, 2:45, 5:30, 7:00, 7:15, 8:00, 9:30, 9:45, 11:45, 12:30, 14:00, 19:00 and 22:45. While the ramp characteristics indicators for maximum upward values nearly have the same values for most observation times in the two years, see fig 19. The average value of maximum upward power ramps in 2017 is 184.96 MW which represents 0.0758 by RCI, While in 2018 is 224.46 MW which represents 0.0768 by RCI. Therefore the average value of maximum upward power ramps increases with increasing the installed wind capacity but the ramp characteristics indicators approximately remain constant.

The maximum downward values of power ramps in 15 min interval at each observation time $t$ for years 2017, 2018 are showed in fig.17, the values of the two curves are close to each other and nearly have the same values at many observation times as in 1:45, 7:15, 7:30, 11:45, 16:30, 19:00, 20:45 and 22:00. While the ramp characteristics indicators for maximum downward values nearly have the same values for most observation times in the two years, see fig 20. The average value of maximum downward power ramps in 2017 and 2018 are 194.32 MW and 211.62 MW respectively, representing 0.0797 and 0.0724 by RCI. While the average value of maximum downward power ramps increases with increasing the installed wind capacity, the ramp characteristics indicators approximately remain constant.

In fig.18, A comparison between power ramping range in 15 min interval at each observation time $t$ for years 2017 and 2018 is shown, the ramping range in 2017 ranged from 212.11 to 793.17 MW, representing 0.087 to 0.325 by RCI, while in 2018 it ranged from 235.66 to 929.23 MW, representing 0.081 to 0.318 by RCI. While the values of ramping range in the two years are different, the RCIs are approximately equal. The average value of ramping range values in 2017 is 379.28 MW, representing 0.155 by RCI, while in 2018, it is 436.08 MW, representing 0.15 by RCI which is approximately the same as in 2017. Thus, while the average value and the scale of the ramping range increase
with increasing the installed wind capacity, the RCIs of these values remain constant, see fig. 21.

Table 1 summarizes the vertical analysis results, in which the average values in 2018 are more than that in 2017. While table 2 summarizes these values by RCI, where the average values of the two years are nearly equal. In table 2, the average values in 2018 are to some extent less than that in 2017 except for the value of maximum upward power ramps which is to some extent more than that in 2017. In fig. 22, a comparison between the average values of vertical analysis results in the two years expressed by RCI is shown, where the average values in the two years are approximately equal. In fig. 22, the average values of power ramps in the two years are nearly equal to zero at most observation times, which exhibit the fluctuations in wind power between upward and downward power ramps all times of the day, as the average numbers of upward and downward power ramps in the two years are nearly equal. However, the number of downward power ramps is to some extent more than that of upward ramps, see table 1, 2.

Table 1. Vertical analysis results

<table>
<thead>
<tr>
<th></th>
<th>2017</th>
<th></th>
<th>Avg.</th>
<th>2018</th>
<th></th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>From</td>
<td>To</td>
<td>From</td>
<td>To</td>
<td>From</td>
<td>To</td>
</tr>
<tr>
<td>$\Delta p_{max}$</td>
<td>93.43</td>
<td>654.84</td>
<td>194.3</td>
<td>106.59</td>
<td>455.86</td>
<td>211.6</td>
</tr>
<tr>
<td>$\Delta p_{max,t}$</td>
<td>75.34</td>
<td>444.04</td>
<td>185</td>
<td>103.89</td>
<td>736.93</td>
<td>224.46</td>
</tr>
<tr>
<td>$\Delta p_{avg}$</td>
<td>-7.77</td>
<td>8.23</td>
<td>0.04</td>
<td>-25.97</td>
<td>16</td>
<td>-0.04</td>
</tr>
<tr>
<td>$\Delta p_{avg,t}$</td>
<td>18.3</td>
<td>32.4</td>
<td>23.4</td>
<td>18.89</td>
<td>42.43</td>
<td>27.29</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>28.4</td>
<td>47.67</td>
<td>36.55</td>
<td>35.68</td>
<td>56.32</td>
<td>41.9</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>18.3</td>
<td>51.8</td>
<td>27.6</td>
<td>20.87</td>
<td>51.07</td>
<td>31.02</td>
</tr>
<tr>
<td>$\sigma_{avg}$</td>
<td>16.9</td>
<td>43.1</td>
<td>27.8</td>
<td>23.53</td>
<td>60.36</td>
<td>32.14</td>
</tr>
<tr>
<td>Ramping</td>
<td>212.1</td>
<td>793.2</td>
<td>379.3</td>
<td>235.66</td>
<td>929.23</td>
<td>436.49</td>
</tr>
</tbody>
</table>

Table 2. Vertical analysis results by RCI

<table>
<thead>
<tr>
<th></th>
<th>2017</th>
<th></th>
<th>Avg.</th>
<th>2018</th>
<th></th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>From</td>
<td>To</td>
<td>From</td>
<td>To</td>
<td>From</td>
<td>To</td>
</tr>
<tr>
<td>RCI_{max} $\Delta$</td>
<td>3.83%</td>
<td>26.85%</td>
<td>7.97%</td>
<td>7.65%</td>
<td>15.60%</td>
<td>7.27%</td>
</tr>
<tr>
<td>RCI_{max,t} $\Delta$</td>
<td>3.09%</td>
<td>18.2%</td>
<td>7.58%</td>
<td>3.56%</td>
<td>25.22%</td>
<td>7.67%</td>
</tr>
<tr>
<td>RCI_{avg} $\Delta$</td>
<td>-0.32%</td>
<td>0.34%</td>
<td>0.00%</td>
<td>-0.89%</td>
<td>0.55%</td>
<td>0.00%</td>
</tr>
<tr>
<td>RCI_{avg,t} $\Delta$</td>
<td>0.75%</td>
<td>1.33%</td>
<td>0.96%</td>
<td>0.65%</td>
<td>1.45%</td>
<td>0.93%</td>
</tr>
<tr>
<td>RCI_{avg} $\sigma$</td>
<td>0.72%</td>
<td>1.29%</td>
<td>0.98%</td>
<td>0.79%</td>
<td>1.29%</td>
<td>0.95%</td>
</tr>
<tr>
<td>RCI_{avg,t} $\sigma$</td>
<td>1.16%</td>
<td>1.95%</td>
<td>1.50%</td>
<td>1.46%</td>
<td>1.93%</td>
<td>1.43%</td>
</tr>
<tr>
<td>RCI_{avg} $\sigma_t$</td>
<td>0.75%</td>
<td>2.1%</td>
<td>1.13%</td>
<td>0.71%</td>
<td>1.75%</td>
<td>1.06%</td>
</tr>
<tr>
<td>RCI_{avg,t} $\sigma_t$</td>
<td>0.69%</td>
<td>1.77%</td>
<td>1.14%</td>
<td>0.8%</td>
<td>2.07%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Relative frequency of downward ramps</td>
<td>41.1%</td>
<td>61.9%</td>
<td>50.6%</td>
<td>38.36%</td>
<td>75.3%</td>
<td>50.56%</td>
</tr>
<tr>
<td>Relative frequency of upward ramps</td>
<td>38%</td>
<td>58.9%</td>
<td>49.3%</td>
<td>24.66%</td>
<td>61.6%</td>
<td>49.49%</td>
</tr>
</tbody>
</table>

Figure 6. Comparison between numbers of upward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.
Figure 7. Comparison between numbers of downward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.

Figure 8. Comparison between average values of upward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.

Figure 9. Comparison between average values of downward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.

Figure 10. Comparison between RCIs for the average of upward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.

Figure 11. Comparison between RCIs for the average of downward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.

Figure 12. Comparison between standard deviation values of upward power ramps in 15 min interval at each observation time \( t \) for the years 2017 and 2018.
Figure 13. Comparison between standard deviation values of downward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.

Figure 14. Comparison between RCIs for the standard deviation of downward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.

Figure 15. Comparison between RCIs for the standard deviation of upward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.

Figure 16. Comparison between maximum values of upward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.

Figure 17. Comparison between maximum values of downward power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.

Figure 18. Comparison between ramping range values of power ramps in 15 min interval at each observation time $t$ for the years 2017 and 2018.
8.2. Horizontal analysis results and discussion

In fig.23 and fig.24, the numbers of upward and downward power ramps for each month are presented, where numbers of both ramp types are nearly the same in all months in the two years, which exhibits the continuous variation of wind power between upward and downward power ramps.

In fig.25 and fig.26, the average values of upward and downward power ramps for each month are presented. The average values of both ramp types in 2018 are greater than that in 2017 for most months, while the RCIs for most months in the two years nearly equal except January and July, see fig. 27, 28.

The comparison between the average values and the standard deviation of both ramp types illustrates that their values are very close, also the standard deviation values are to some extent greater than that of the average values, see table 2. The standard deviation values of the two years are very close when calculating the RCI for these values, see fig. 31, 32.

In fig. 33, 37, the comparison between the maximum values of upward power ramps in the two years illustrates that the values are very close in most months except March, July and August. The average values of maximum upward power ramps in 2017 and 2018 are 283.21 and 346.49 MW respectively, representing 11.6% and 11.9% by RCI, which are approximately equal.

The comparison between the maximum values of downward power ramps for the two years illustrates that the values are very close in most months except January, February and June, see fig.34,38. The average values of maximum downward power ramps in 2017 and 2018 are 317.84 and 316.62 MW respectively, representing 13% and 11% by RCI.

In fig.35, 36, a comparison between the power ramping range in 15min interval for each month for years 2017 and 2018 is shown, the power ramping range in 2017 ranged from 434.86 to 969.78 MW, representing 17.83% to
39.76%, respectively, of the average installed wind capacity in that year, while in 2018 ranged from 362.21 to 1074.92 MW, representing 12.4% to 36.79%, respectively, of the average installed wind capacity. The average values of power ramping range in 2017 and 2018 are 601.04 and 663.11 MW, representing 24.6% and 22.7% of the average installed wind capacity respectively, which are approximately equal.

Table 3 summarizes the horizontal analysis results, in which the average values in 2018 are more than that in 2017 except that of maximum downward power ramps. While table 4 summarizes these values by RCI, where the average values of the two years are nearly equal. In table 4, the average values in 2018 are to some extent less than that in 2017 except for the value of maximum upward power ramps which is to some extent more than that in 2017. In fig. 39, a comparison between the average values of horizontal analysis results in the two years expressed by RCI is shown, where the average values in the two years are approximately equal. The average numbers of upward and downward power ramps in the two years are nearly equal; however, the number of downward power ramps is more than that of upward ramps.

Table 3. Horizontal analysis results

<table>
<thead>
<tr>
<th></th>
<th>2017</th>
<th></th>
<th>2018</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>From</td>
<td>To</td>
<td>Avg.</td>
<td>From</td>
</tr>
<tr>
<td>( \Delta p_{\text{max}} )</td>
<td>224.21</td>
<td>654.84</td>
<td>326.35</td>
<td>170.29</td>
</tr>
<tr>
<td>( \Delta p_{\text{avg}} )</td>
<td>170.81</td>
<td>444.04</td>
<td>289.3</td>
<td>191.92</td>
</tr>
<tr>
<td>( \Delta p_{\text{avg}} )</td>
<td>-0.4</td>
<td>0.57</td>
<td>0.04</td>
<td>-0.66</td>
</tr>
<tr>
<td>( \Delta p_{\text{avg}} )</td>
<td>17.9</td>
<td>31.21</td>
<td>23.85</td>
<td>19.8</td>
</tr>
<tr>
<td>( \Delta p_{\text{avg}} )</td>
<td>18.26</td>
<td>31.93</td>
<td>24.49</td>
<td>21.42</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>28.2</td>
<td>47.9</td>
<td>36.47</td>
<td>30.5</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>21.74</td>
<td>35.15</td>
<td>28.2</td>
<td>21.74</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>21.67</td>
<td>36.95</td>
<td>28.32</td>
<td>21.17</td>
</tr>
<tr>
<td>Ramping</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_{\text{u}} )</td>
<td>1326</td>
<td>1585</td>
<td>1477</td>
<td>1361</td>
</tr>
<tr>
<td>( N_{\text{d}} )</td>
<td>1362</td>
<td>1526</td>
<td>1437</td>
<td>1331</td>
</tr>
</tbody>
</table>

Table 4. Horizontal analysis results by RCI

<table>
<thead>
<tr>
<th></th>
<th>2017</th>
<th></th>
<th>2018</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>From</td>
<td>To</td>
<td>Avg.</td>
<td>From</td>
</tr>
<tr>
<td>( RCl_{\text{max}} )</td>
<td>9.2%</td>
<td>26.8%</td>
<td>13%</td>
<td>5.8%</td>
</tr>
<tr>
<td>( RCl_{\text{max}} )</td>
<td>7%</td>
<td>18.2%</td>
<td>11.6%</td>
<td>6.6%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>0.016%</td>
<td>0.023%</td>
<td>0.0016%</td>
<td>0.002%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>0.73%</td>
<td>1.28%</td>
<td>0.96%</td>
<td>0.68%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>0.75%</td>
<td>1.31%</td>
<td>0.98%</td>
<td>0.73%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>1.20%</td>
<td>1.97%</td>
<td>1.50%</td>
<td>1.04%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>0.89%</td>
<td>1.44%</td>
<td>1.13%</td>
<td>0.74%</td>
</tr>
<tr>
<td>( RCl_{\text{avg}} )</td>
<td>0.89%</td>
<td>1.5%</td>
<td>1.14%</td>
<td>0.72%</td>
</tr>
<tr>
<td>( RCl_{\text{ramping}} )</td>
<td>17.8%</td>
<td>39.76%</td>
<td>24.6%</td>
<td>12.4%</td>
</tr>
</tbody>
</table>

Figure 23. Comparison between numbers of upward power ramps in 15 min interval for each month for the years 2017 and 2018.
Figure 24. Comparison between numbers of downward power ramps in 15 min interval for each month for the years 2017 and 2018.

Figure 25. Comparison between average values of upward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 26. Comparison between average values of downward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 27. Comparison between RCIs for the average values of upward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 28. Comparison between RCIs for the average values of downward power ramps in 15 min interval for each month for the years 2017 and 2018.

Figure 29. Comparison between standard deviation values of upward power ramps in 15 min interval for each month for years 2017 and 2018.
Figure 30. Comparison between standard deviation values of downward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 31. Comparison between RCIs for the standard deviation of upward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 32. Comparison between RCIs for the standard deviation of downward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 33. Comparison between maximum values of upward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 34. Comparison between maximum values of downward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 35. Comparison between the ramping range of power ramps in 15 min interval for each month for years 2017 and 2018.
Figure 36. Comparison between RCI for ramping range of power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 37. Comparison between RCI for maximum values of upward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 38. Comparison between RCI for maximum values of downward power ramps in 15 min interval for each month for years 2017 and 2018.

Figure 39. Average values of horizontal analysis results by RCI

9. Conclusion

Flexibility metrics in power systems are ranged from simplicity to complexity according to the constraints that were taken into consideration during evolving the metric. Several assumptions were taken into considerations in these metrics that depend on whether the metric is used in operation or planning stages. Although several flexibility metrics and evaluation techniques existed, up-till-now there is no flexibility metric that taken as a standard. Consequently, metrics are still developing. The flexibility metrics studies illustrated that the important factor in power system flexibility is the power ramps in VRG. While an improvement in wind power forecasting has been achieved, the percentage forecasting error is still relatively high. Therefore, as the VRG shares increases in the system, as the forecasting error impacts the balance between generation and consumption. Consequently, the power system operators should have more information about the behaviour of VRG power ramps in the system, which includes the scale of power ramps as well as the expected times at which high power ramps are most likely to occur, these information complements that forecasted to achieve flexibility and reliability in the power system.

The paper proposed an analysis method based on extracting information from the historical databases to clarify the power ramping features of VRG in a power system. These analysis procedures can also be used to analyze the power ramps in load or net load and not limited to a specific power system, in which the historical data of the power-time curve is analyzed in two directions which are vertical and horizontal. In the vertical direction, the historical power ramps during the studied time interval $\Delta t$ for each observation time $(t)$ in the power signal time series is studied separately in detail. While in the horizontal direction, the daily historical readings of power ramps occurred during the studied time interval $\Delta t$ throughout each day are studied to get information about the power ramping behaviour in certain weeks, months, seasons or years. The ramp characteristic indicators are proposed for comparing
the ramping behaviour of VRG in different years or between different countries. The analysis procedures are demonstrated by analyzing the output power of aggregated Belgium’s wind farms in the years 2017, 2018, and comparing the results of the two years. The results obtained by the two analysis directions can be summarized in the following points:

- The standard deviation is very high compared to the average power ramp.
- The average values of upward and downward power ramps nearly equal to that of standard deviation, so the average value of wind power ramps should not be utilized to represent the actual power ramps in wind power.
- Although the changes in wind power output are difficult to be predicted with a high degree of accuracy, it is possible to determine the extent of these changes. Even if the extent of these changes has changed with increasing the installed wind capacity, the changes nearly have a fixed percentage when comparing it with the average value of installed wind capacity during the year, see Fig. 22, 39.

References


