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Abstract

INTRODUCTION: Diabetic eye disease (DED) is a group of eye problems that can affect diabetic people.
Such disorders include diabetic retinopathy, diabetic macular edema, cataracts, and glaucoma. Diabetes can
damage your eyes over time, which can lead to poor vision or even permanent blindness. Early detection
of DED symptoms is therefore essential to prevent escalation of the disease and timely treatment. Research
difficulties in early detection of DEDs can so far be summarized as follows: changes in the eye anatomy during
its early stage are often untraceable by the human eye due to the subtle nature of the features, where large
volumes of fundus images put tremendous pressure on scarce specialist resources, making manual analysis
practically impossible.

OBJECTIVES: Therefore, methods focused on deep learning have been practiced to promote early detection
of DEDs and address the issues currently faced. Despite promising, highly accurate identification of early
anatomical changes in the eye using Deep Learning remains a challenge in wide-scale practical application.

METHODS: We present conceptual system architecture with pre-trained Convolutional Neural Network
combined with image processing techniques to construct an early DED detection system. The data was
collected from various publicly available sources, such as Kaggle, Messidor, RIGA, and HEI-MED. The
analysis was presented with 13 Convolutional Neural Networks models, trained and tested on a wide-scale
imagenet dataset using the Transfer Learning concept. Numerous techniques for improving performance were
discussed, such as (i) image processing,(ii) fine-tuning, (iii) volume increase in data. The parameters were
recorded against the default Accuracy metric for the test dataset.

RESULTS: After the extensive study about the various classification system, and its methods, we found that
creating an efficient neural network classifier demands careful consideration of both the network architecture
and the data input. Hence, image processing plays a significant role to develop high accuracy diabetic eye
disease classifiers.

CONCLUSION: This article recognized specific work limitations in the early classification of diabetic eye
disease. First, early-stage classification of DED, and second, classification of DR, GL, and DME using a method
that causes permanent blindness afterward. Lastly, this study was intended to propose the framework for early
automatic DED detection of fundus images through deep learning addressing three main research gaps.
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1. Introduction

For more than fifty years the World Health Organi-
zation (WHO) has published general guidelines for
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diabetic detection and classification. In 2017, approx-
imately 425 million people worldwide developed dia-
betes, according to the International Diabetes Federa-
tion (IDF) statement. By 2045 the corresponding num-
ber will increase to 692 million [1]. Diabetes ’ medical,
social, and economic complications are huge public
health problems, and diabetes is the fourth-largest
cause of death in the world [2]. Symptoms of diabetes
can be seen in different parts of the body including the
human eye’s retina, causing irregular development of
the blood vessels, degradation of the optic nerve due
to intraocular pressure and formation of hard exudates
near the macula region shown in Fig.??. Detection of
these anatomical changes by means of fundus photog-
raphy acquired challenges which are follows;

Figure 1. (A) Normal retinal image and (B)retinal image withdiabetic eye disease; (a) blood vessel rupture; (b) exudatesformation in macular edema; (c) optic nerve damage
The continuous expansion of the patient’s medical

information, such as fundus images, is creating a new
challenge in diagnostics, treatment and surveillance .
Manual extraction of features from a large volume of
fundus images and the discovery of beneficial learn-
ing information from these images results in a loss of
time between detection and treatment. Ophtalmologists
often take days to study normal images. Ophthalmol-
ogists also take days to review typical images [3]. A
further downside of an ophthalmologist’s manual fun-
dus retinal image analysis and DED evaluation may
not always achieve accurate results. As the greatest
specialist and professional ophthalmologist, may not be
able to track very small changes in eye anatomy. Early
signs of DED diagnosis are required at this point in time
to reduce patient vision loss and provide early treat-
ment. Therefore automated DED detection techniques
are necessary to address this problem.

Over the last few decades, efforts have been made
to develop robust computer-based DED analytics
systems using image processing methods and machine
learning approaches [4–6]. Though non-DED and
DED binary classification using deep learning has
achieved strong accuracies in validity. Whereas non-
DED and mild-DED (early stage) binary classification
as well as multi-stage(mild, moderate and severe)

classification from colour fundus images are still an
open problem[7, 8]. We focus our research primarily
on exploring the research gaps in developing an early
DED diagnosis (non-DED and mild-DED) classification
system based on deep learning, and designing a
framework. Throughout our literature review it is
noted that none of the preceding studies address the
early detection of diabetic eye disease i.e. diabetic
retinopathy, glaucoma, diabetic macular edema and
cataract in a single system together. Several research
studies[9–19] have been identified aimed at classifying
stages of an individual diabetic eye disease i.e normal
to severe. In our research study we aimed to develop
a single classification system for DED. It is understood
that early DED identification with one process is a very
important aspect. Seeing the lesions in a specific area
or region of eye anatomy can provide specific treatment
for the most affected target region of the eye.

Research Challenges. Deep Neural Network model uses
advance mathematical activity to process pixel value
in the image [7] where training is performed by inte-
grating the network with diverse examples, as opposed
to solid rule-based programming underlying the tra-
ditional methodologies[20]. Convolutional Neural Net-
work (CNN) has been thoroughly explored in the DED
domain of Deep Learning [9, 11, 12, 14, 21, 22], surpass-
ing previous methodologies namely the recognition of
images[12]. Neural networks seek to learn the profound
features to identify the sophisticated dimension of mild
DED[11]. Regardless, work on detection of DED using
deep learning persistently addresses high performance
in severe cases, while mild detection of DED remains
an open challenge on the other. Our study questions
formulated as follows on the way to achieving these
aims:

1. How the quality and quantity of the fundus
images influence the accuracy of the deep learning
techniques.

2. How the transfer learning method can be effective
in detecting the mild DED features and improving
the accuracy.

3. How to develop the better, deep learning models
that will deliver promising DED results.

2. Literature Review
Diabetic eye disease leads to blindness and its
prevalence is set to rise continuously. Group of DED
damage eye retina at its various parts. Severe DED
is the main cause of blindness among adults aged
20-70 years. Glaucoma is the main leading cause in
the group of DED which causes irreversible blindness.
Diabetic retinopathy (DR) can be classified as non-
proliferative DR (NPDR) and proliferative DR (PDR).
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Specific DR Features can define the different stages.
The following are the three subclasses of NPDR as
well as PDR. Mild NPDR, Moderate NPDR, Severe
NPDR, and PDR [23]. Gulshan et al.[24] proposed a DL
algorithm for detection of DR. They yielded a result
in two validation set of 1748 and 9963 images. The
algorithm had the sensitivity of 90.3% and 87.0% and
98.1% and specificity of 98.5% respectively. Vahadane
et al.[25] proposed a system to detected DME in optical
coherence tomography scans using deep convolutional
neural network (CNN). Their method achieved 96.43%
of precision, 89.45% of recall and 0.9281 of F1-score.
Prentasic et al. [26] present a fusion based on CNN
and landmark detection for detection of exudates. They
obtained 0.78 F1 measure. Otalora et al. [27] introduces
a CNN model with a label efficient which uses gradient
length. Automated segmentation of exudates and other
features using ten layers of CNN employed by Tan
et al. [28]. Their system used 149 images for training
and another 149 images for testing which yielded
0.8758 and 0.7158 of sensitivity for exudates and dark
lesions. Chai et al. [29] in their work the used DL
model with retinal images for automatic diagnosis
of glaucoma. They used Multi-branch neural network
(MB-NN) model to obtain the features. The achieved
the 0.9151 of accuracy, 0.9233 of sensitivity and 0.9090
of specificity. Li et al. [30] developed a DL method for
detecting non-glaucoma and glaucoma based on visual
fields (VFs). Their CNN based algorithm achieved 0.876
of accuracy, 0.826 of specificity and 0.932 sensitivity.
Raghavendra et al. [23] proposed an 18 layers CNN
framework for glaucoma diagnosis. They evaluated
their model with 589 normal and 837 glaucoma images,
in which the obtained 98.13% of accuracy, 98% of
sensitivity and 98.3% of specificity.

3. Contributions
Originally, this section begins with discussing scientific
contribution that this proposal seeks to achieve by
identifying holes in current techniques for detecting
early diabetic eye disease using medical images and
describing its practical benefits.

3.1. Contribution to Knowledge
In this section we discuss various research limitations
that academic researchers have been unable to resolve
in previous studies on identification of diabetic eye
disease. To improve the performance of deep learning
techniques for early detection of diabetic eye disease,
profound work is still needed. Following issue are
discussed below;
Dataset: The availability of retinal fundus data set;

Image P re − processing: Implementation of the Image
pre-processing techniques to enhance the quality and
quantity of the available images; T ransf er Knowledge:

Early DED detection through pre-trained CNN models
(Transfer learning algorithms) using fundus images
Robust CNN Model: Early DED detection through deep
learning using fundus images.

Data Collection. For this study, images were acquired
from publicly available datasets. Messidor and Kaggle
data set were used to acquire DR images. Both the
data set contains labelled colour fundus images of
DR. Authors such as Franklin et al. [31], Gargeya et
al. [32] and Ghosh et al. [33] have used kaggle and
messidor dataset. Similarly, colour fundus images of
Gl were obtained from (RIGA) retinal fundus images
for glaucoma analysis data set[34]. RIGA data set is
composed of three different sources (i) Messidor, (ii)
Bin Rushed and (iii) Margrabi Eye centre. Al Ghamdi
et al. [35] have used RIGA dataset in their study.
Finally, fundus images for DME were acquired from
Hamilton Eye Institute Macular Edema Data set (HEI-
MED). Authors in Li et al. [36] used HEI-MED data set
in their study. Data set information and their respective
link is shown in Table 1. Unfortunately, cataract data
set are not publicly available. Authors namely Zhang
et al. in [37] mention that they collected cataract data
set from Beijing Tongren Eye Center of Beijing Tongren
Hospital. These images were graded into four classes;
normal, mild, moderate and severe. This data set is not
publicly available.

Image pre-processing. Pre-processing of the image for
extractions of features is critical for improving the
performance. Also found that the fundus images
available to the public consist of low fidelity data, and
the fundus images taken with different fundus cameras,
which causes variability in quality. The noise in the
publicly available fundus images can be observed in Fig
2

Figure 2. The example of publicly available data-set (KaggleData). (A) under exposure fundus image; (B) over exposure fundusimage; (C) unrelated artifacts and (D) blurriness
Limited data is another problem that needs to be

addressed. A wide set of data is required to train a deep
learning architecture. If the size of the data-set training
is low it may not yield sufficient accuracy performance.
This problem can be solved by applying methods of
data augmentation such as cropping, rotating to varying
degrees and mirroring images. Another approach for
ensuring accuracy is to extract the same label data from
a different source. For example, the number of normal
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Table 1. Available Data-set and their Links

DED Data-
set

Description Link

DR Kaggle This Data-set consists of 35,126 training
images and 53,576 testing images. In total
88,702 images. The images in data set are
label with DR stages

https://www.kaggle.com/c/

diabetic-retinopathy-detection/

data

Messidor This data-set contain 1200 fundus images
in total. These images were obtain by three
ophthalmological branch in France. This data
set contain labeled DR stages

https://www.adcis.net/

en/Download-Third-Party/

Messidor.html

Gl RIGA This data-set contains images from three
different sources; 1)MESSIDOR: This data-
set consist of 460 original images and
460 images were marked manually by six
different ophthalmologist. Therefore, total of
3220 marked images. 2)Bin Rushed: This
data-set contains 195 original images and
195 images were marked by six different
ophthalmologist. Thus in total of 1365
images. 3)Magrabi Eye center: This data-set
contains 95 original images and 95 images
marked by six different ophthalmologist.
These data-set contain 665 images in total.

https://deepblue.lib.

umich.edu/data/concern/

data_sets/3b591905z?

locale=en

DME HEI-
MED

This data-set is obtain from Hamilton Eye
Institute Macular Edema Data-set (HEI-
MED) This data-set contains 169 testing and
training images which can be use for the
detection of exudates and DME.

https://github.com/

lgiancaUTH/HEI-MED

Legend: DED - Diabetic Eye Disease; DR - Diabetic Retinopathy; Gl - Glaucoma, DME - Diabetic Macular Edema;
RIGA - Retinal Fundus Images for Glaucoma Analysis ; HEI-MED - Hamilton Eye Institute Macular Edema Dataset
.

Kaggle image set label (K0)images can be combined
with the normal Messidor image set label number (M0).
Likewise, the number of Kaggle image set mild label
(K1) images can be compared with the number of subtle
Messidor image set label (M1).

K0

⋃
M0 = x : ∀x ∈ K0 or ∀x ∈M0 (1)

Similary,

K1

⋃
M1 = x : ∀x ∈ K1 or ∀x ∈M1 (2)

Therefore, to increase the data set range, we can input
K0

⋃
M0 and K1

⋃
M1number of images.

Transfer Knowledge. Several pre-trained Convolutional
Neural Network (CNN) architectures are available
in the field of deep learning specifically for
object identification; VGG16, VGG19, ResNet50,
InceptionV 3, InceptionResNetV 2, Xception,

MobileNET , MobileNETV 2, DenseNet121,
DenseNet169, DenseNet201 NASNetMobile, and
NASNetLarge. The top layers of these architectures
can be retrained for extraction and classification
of the features with the target function (normal /
mild diabetic eye disease images). In the case of limited
training data, the idea of the transfer of knowledge from
source task to target task may be useful. Nevertheless,
in terms of improving classification efficiency, this
pre-trained architecture is not appropriate for medical
images, because this architecture is designed for generic
images such as animals, food, vehicle, etc. Therefore
above mention architectures will be retrained with
fundus images of diabetic eye disease and produce
individual result. Ultimately, amongst all, the top-
performing architecture will be picked.

Developing robust CNN model. CNN’s classification
of normal / severe DED has already shown some
promising results but normal / mild is still an open
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challenge. Bearing in mind the problem of overfitting,
One solution could be to increase computational
power by increasing the size of the network. Another
approach might be object centred recognition such
as blood vessels, optic discs, macular field. Object-
oriented detection is more powerful than all image-
based detection.

3.2. Statement of Significance
Our preliminary work on early detection of DEDs will
also have a clear practical significance, as will academic
participation. There have been numerous academic
research conducted to diagnose different stages of
diabetic retinopathy (normal, NPDR and PDR) using
deep learning methods [9, 11, 12]. Similarly, other
researchers have identified various stages (normal to
severe) of glaucoma using deep learning techniques
[13–16]. Deep learning has also been used to diagnose
signs of diabetic macular edema and cataracts [17–19].
Our work aims at examining, classifying and detecting
all forms of DEDs in one method. In addition, we plan
to develop a system that will detect the early stage of all
types of DED.

4. Methodology and Conceptual Framework
The conceptual framework and methodology used to
build early DED detection system were explained in this
section. We assume that the use of these methodologies
would improve the efficiency of early DED detection of
healthy retina and mild DED from the fundus pictures.
The steps to shape a conceptual framework would be
defined as follows;

4.1. Image pre-processing
Retinal image pre-processing is crucial because this
process enhance the image for better visualization. The
brief summary of the pre-processing methods that we
will strive to use in our research is given below.

Image Enhancement. Green Channel Extraction is
employed to extract green band from RGB of an image.
Green channel of an image provides more insight
information from the image. In our work, contrast
enhancement with CLAHE (Contrast Limited Adaptive
Histogram Equalization) shown in Fig 3 is used to
improve the contrast of the images. After improvement
of the contrast, correction of the illumination is applied
to increase the brightness and luminance of the image.
Finally, remove noise from an image, using Gaussian
filtering to make it smoother.

Image Augmentation. Image Augmentation is a tech-
nique which can be used to artificially expand the size
of a training dataset by creating updated image versions
in the dataset [38]. Training deep learning models of the

Figure 3. Contrast Limited Adaptive Histogram Equalizationenhances contrast; (A) before and (B) after CLAHE application.
neural network on more data can result in more skillful
models, and the augmentation techniques can generate
image variations that can improve the ability of the fit
models to generalise what they have learned to new
images. Image augmentation produces training images
artificially by different processing methods or combina-
tions of multiple processing, such as random rotation,
resized, turns, mirror, shear and flips etc Fig 4. Manip-
ulations of Geometric transformations in an image were
performed using Keras ImageDataGenerator class.

Figure 4. Examples of augmentation performed in Mild DRfundus images; Original; (A) Crop; (B) Rotate 90°; (C) Rotate
120°; (D) Rotate 180°; (E) Rotate 270°; (F) Mirror
Region of Interest. A region of interest (ROI) is a section
of an image on which you would like to perform
another operation. In many applications the concept
of an ROI is commonly used. For example, In early
diabetic retinopathy, blood vessel walls in your retina
weaken. Smaller bulges (microaneurysms) protrude
from the smaller vessel walls, often discharge blood and
fluid into the retina. Larger retinal vessels can become
irregular in diameter and begin to dilate. An axon
(nerve fibres) will start to swell in the retina. Therefore,
the blood vessels of a retina may be defined on an
image, for the purpose of measuring the early changes
in the eye retina. The contrast enhancement is achieved
through the CLAHE. Subsequently, the background
of the image has been excluded by the average filter
subtraction of the image. The binarisation threshold
level is calculated using Isodata technique [39] and the
smaller components are finally removed by taking into
account the size of each component connected Fig 5.

Likewise, the most important ROI for detecting Gl
and DME is optic disc and macular area. Therefore the
region of interest can be used to train the system instead
of training on the whole retinal image.
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Figure 5. Region of Interest; (A) blood vessel segmentation ofthe original image
4.2. Analysis of diabetic eye disease using deeplearning approaches
This section addresses DED detection strategies focused
on deep learning (DL). Deep learning is the extension of
machine learning which derive features from multiple
layers. The word “deep” here refers to the breadth of the
network within the framework of deep learning. In this
section firstly, training and testing data set are collected.
Further, pre-processing techniques are applied to the
data set to make image features more clearer. For
feature extraction and classification this pre-processed
images are forwarded to the DL model. In DL output of
the previous layer pass it into the next layer as input.
Lastly, the top or the last layer produces the result.
Various studies employed deep learning methods for
detecting DR, Gl and DME. In our study, we aim to use
deep learning-based transfer learning and own build
deep learning for classification of DED.

Deep learning using Transfer Learning. Krizhevsky et.al.
in [40] proposed a CNN architecture with more than
60 million parameters. Learning so many parameters
from a few hundred training images might not produce
the desired outcome. The key idea of transfer learning
is that the network’s internal layers should serve as
a specific extractor that can pre-train in the source
task and retrain the target task. Adopting the pre-
trained model is an effective optimization technique,
as well as improving classification for fewer data sets.
The CNNs ’ first layer learns common characteristics
such as texture, edges and pattern. The top layer,
covers the central component of the images, such as
haemorrhages or lesions. Knowledge transfer has grown
as a new framework in recent years to address the
problem of insufficient data on training. The study’s
overall goal is to improve the performance of early DR
detection of Mild DR from fundus images through an
empirical review of various techniques for improving
classification. The related priorities can be as follows;

• Compare 13 CNN systems that use Transfer
Learning concept;

• fine-tuning assessments and its effect on perfor-
mance of models [41];

• Optimizer selection effect on performance of the
models;

• data augmentation and contrast enhancement
evaluation techniques on Mild DR detection task
for further classification enhancement.

The high-level process pipeline is illustrated in Fig 6 to
demonstrate the steps that have proceeded.

Figure 6. System for the detection of Diabetic Eye Disease
Deep learning using own build CNN architecture. Due to
its high level of performance across many types of
data Deep Learning is becoming a very common subset
of machine learning. Creating a convolution neural
network (CNN) is a great way to use deep learning
to identify images. Python’s Keras library makes it
fairly easy to build a CNN. The computers use pixels
to view images. Convolutions use this to assist in the
recognition of images. For instance, in an image a
certain group of pixels can indicates some pattern or an
edge. This is used by Convolutions to help recognition
of images. The definition of a convolution is as follows:

(f ∗ g)(t) def=
∫ ∞
−∞

f (t − τ)g(τ)dτ

Where, f and g convolution is written as f *g, with
operating system ∗ denotes that each image pixel
multiply by a weight and then filter by dot product.
Although the symbol t is used, does not need to
represent the time domain. In this context, however, the
convolution can be defined as a weighted average of the
function f (τ) at the moment t when the weighting is
given by g(τ) simply shifted by quantity t. The design
does not change itself too much from these measures.
Once the size values have been set, the zero padding
and the output calculate the convolution and store the
measured values in a cache so that they can be used for
back propagation again.
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5. Conclusion
This paper identified two research gap in the automatic
detection of diabetic eye disease. First, early stage
identification of DED, and second, identification of DR,
GL, and DME using one method that causes permanent
blindness afterwards. This research gaps are describe
with the perspective of three different aspects, namely,
datasets, image preprocessing techniques, and DL-
based classification techniques. In this analysis, many
publicly available DED datasets have been explored
and published. Such as, Kaggle, Messidor, RIGA and
HEI-MED dataset were most widely used for the
identification of diabetic eye diseases. In this study we
addressed the weakness of the publicly available data
set and how image pre-processing techniques can be
used to fix it. Techniques such as extraction of green
channels and enhancement of contrasts using CLAHE
have produced better contrast. To prevent over-fitting
and neutralize the data disparity, data augmentation
was used. To create robust early DED detection system
ROI like blood vessels, optic disc and macular region
was also been extracted. In deep learning, convolutional
neural network architecture is considered to be the
most used classification method for the detection of
disease using medical images. This study introduces a
deep learning-based paradigm on two research issues
in the field of early detection of diabetic eye disease.
We see this work as providing a deeper understanding
of the field of DED detection techniques. Finally, this
analysis is considered to be useful for researchers
working in the field of detecting diabetic eye disease.
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