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Abstract 

There are numerous situations where the digital representation of the environment appears critical for understanding and 
decision-making: threats on soils, water, seashores, risk of fires, pollutions are evident applications. If spatial cellular 
decomposition is evidence in the more common applications, there remains a large field for environment and activities 
modelling. The integration and composition of several information sources is perhaps the main difficulty with the need to 
deal with data interpretation and semantics inside concurrent simulators. Besides, the data on population, people's 
behaviours, people's perceptions are essential in environmental assessments, where the technical aspect is not counted as 
much as the common acceptance of impact technology. We provide a model for building environmental services with open 
data systems. A case study is given for getting information from the public about their relationship with freshwater and its 
scarcity in Jamaica. 
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1. Introduction

With the Internet development, the connection between 
people is better supported. The data generated from this 
connection can be up to the volume of exabytes or even 
zettabytes. Many challenges arise with this large amount 
of data such as data storage, processing, and leveraging 
the value of the data [1]. The data can include geographic 
information, environmental information, public health, 
education, statistics, etc. These data are stored under 
different formats and are kept in separate storage of 
organizations. There are almost no links between these 
data that allow the aggregation of different data sources. 

Open data is referred to as a solution to this problem. 
Open data [2, 3] is the data that anyone can use and 

redistribute. The most recent research [9] points out the 
usefulness of combining crowdsourcing [26] (a large 
number of users in data creation) and sensing for a smart 
city. Data is collected from sensors, bus operating 
companies, and users to provide complete paths 
information according to individual’s needs. This research 
provides applications that support people moving in Smart 
City by equipping them with accessible and personalized 
paths. 

The urbanization process is causing negative impacts 
on the environment [4], contributing to pollution and 
harming human health. In this paper, we will give a model 
for building an open data system of environment sensing. 
The aim is to have a full path from collecting 
environmental data, creating open databases, and using 
the data for environmental simulations to provide 
warnings for specific issues. We give a case study that has 
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been done to know how a population can adapt to new 
freshwater resources related to climate change, natural 
resource variation, and impact on the marine environment. 

The rest of this paper is organized as follows. Section 2 
presents the background knowledge related to open data 
and linked open data. Section 3 shows the environment 
simulation methodology and our development efforts. 
Section 4 will be a case study where we have collected 
data from the public questioning freshwater issues. The 
conclusion of the paper is presented in section 5. 

2. BACKGROUND

2.1 Semantic Web 
The Semantic Web [14] is a collaborative movement led 
by the W3C organization. This is a standard for the 
development of common data formats on the World Wide 
Web to archive the goal of making machine-
understandable Internet data. 

Web Ontology Language 
Ontology [15] is a way of describing the concepts and 
relationships. It is basically to define the knowledge 
structure for different fields: nouns represent object 
classes and verbs denote the relationship between objects.  

Web Ontology Language (OWL) [16, 17] is a semantic 
web language that is designed to express rich and 
complex knowledge about things, groups of things, and 
the relationships among things. Figure 1 shows an 
example of OWL structure defining specific objects. 

<owl:Class rdf:ID="Wine"> 
<rdfs:subClassOf 
rdf:resource="&food;PotableLiquid"/> 
<rdfs:label xml:lang="en">wine</rdfs:label> 
<rdfs:label xml:lang="fr">vin</rdfs:label> 
... 

</owl:Class> 
<owl:Class rdf:ID="Pasta"> 

<rdfs:subClassOf 
rdf:resource="#EdibleThing"/> 
... 

</owl:Class> 

Figure 1. Example of OWL 

Resource Description Framework 
Resource Description Framework (RDF) [18] is a general 
method for describing data by defining relationships 
between data objects. It is a directed, labelled graph data 
format for the information on the Web. RDF will split the 
information into three parts: subject, predicate, and object. 
The subject is a resource that can be identified by a 
Uniform Resource Identifier (URI), the predicate is the 
relationship specification, and the object is a resource or a 
literal. 

An example of an RDF link that connects a DBPedia 
URI identifying the city of Brest, France 
(<http://dbpedia.org/resource/Brest, France>) with 

its extra information provided by Geonames server 
(<https://www.geonames.org/3030300/>) is presented 
in figure 2. 

<http://dbpedia.org/resource/Brest, France> 
owl:sameAs <https://www.geonames.org/3030300/>

 

Figure 2. Example of RDF link 

SPARQL 
SPARQL [19] is a RDF query language that can retrieve 
and manipulate data stored in RDF format. The example 
of a query in SPARQL is shown in figure 3. The result is 
the names and the email addresses of every person x in the 
database. 

PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
SELECT ?name ?mbox 
WHERE{ 
   ?x  a  foaf:Person . 

?x foaf:name ?name .  
?x foaf:mbox ?mbox . 

}

Figure 3. Example of SPARQL 

2.2 Open Data 
When data can be freely used, reused, and redistributed by 
anyone, it is open data  [1, 2]. The term is introduced 
when people have problems accessing and using data that 
is commercially valuable. In fact, data is considered as a 
new kind of resources, which has its intrinsic value. It is 
necessary to transform or to refine the data to take full 
advantages of its internal value. 

Open data aims to build a technology platform and 
technical standards to ensure that individuals and groups 
of the social community can access and freely use the data 
without any special restrictions or licenses. An open data 
system can be conceived as a unified portal, where there 
is a complete catalogue of all the different open data 
repositories. The data will be systematically organized 
and are regularly updated and supplemented. This is an 
important step in exploiting the value of data by providing 
a convenient mechanism for users to develop applications 
based on multiple data sources. 

Recently, the term open data has become popular and 
becoming a trend in developed countries. Many 
governments are interested in open data since it is an 
indicator of the United Nations level of e-government 
development. Many countries have set up dedicated 
portals for sharing open data. The United States is the first 
country to publish Government Open Data through the 
government data portal data.gov. The portal was opened 
on May 21, 2009, at the initiative of President Barack 
Obama. Along with providing data, description data is 
also added to provide more information about each data 
set such as data content, origin, and update time. After the 
United States published Government Open Data, the 
provision of Government Open Data quickly became the 
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goal of information and data transparency commitments 
of many countries. 

The main principles when considering open data are: 

• Accessibility: Data must be available to a wide range
of users and a variety of purposes. Protocols and
formats of data delivery must be standard.

• Processability: The data provided must be organized
so that it is convenient for automatic processing. The
usability of the data is influenced by properly
encoding the data.

• Globality: People must be able to use data without
distinction between groups or domains.

The OpenSense Project [8] aims to provide the most 
convenient and efficient mechanism for monitoring air 
pollution. This is an important issue because it directly 
affects human health, especially in big cities where air 
pollution is getting worse. This project attaches sensors on 
public transport systems to collect data everywhere 
quickly and reduce the cost of installing sensors in 
multiple places. The large-scale environmental 
monitoring has posed many challenges for real-time 
handling of large data.  

Open data is often associated with crowdsourcing data 
production [26], which means the involvement of a large 
number of users in data creation. With the participation of 
many users, the tasks will be done quickly and at a lower 
cost. An example is Wikipedia1, an international online 
project for creating a free encyclopedia in multiple 
languages. Another example similar to Wikipedia is 
OpenStreetMap2, the goal is to create a set of map data to 
freely use and edit. Users can download portions of 
OpenStreetMap information in vector or raster formats for 
later processing. 

2.3 Linked Open Data 
Linked data [5][6] is an important term in the concept of 
the Semantic Web. It means to create databases that can 
be understood by human and machine. In other words, 
this is the creation of a set of design principles for sharing 
machine-readable linked data on the Web. Machine-
readable data [7] can be RDF, XML, and JSON. 

Tim Berners-Lee outlines the five-star principles of 
Linked Data:  

• Making data available on the Web
• Making data available as structured data
• Making data in a non-proprietary format
• Use URI to identify things, so that people can point

at the data
• Link the data to other data to provide context

1https://www.wikipedia.org/ 
2https://www.openstreetmap.org 

The Linking Open Data project developed by the W3C 
community3 has put a lot of effort to enrich the linked 
open data cloud. This project has published various open 
datasets (such as DBPedia4, Musicbrainz5, DBLP6, and 
Geonames7) as RDF on the Web. By interlinking, the user 
can navigate between DBPedia data to extra information 
provided by many different sources. Data is 
interconnected on a large scale allowing users to get more 
useful information from external databases when 
developing applications.  

3. Environmental Simulation

3.1 Real-time monitoring 
Many changes are appearing in climate, life, and economy 
balances. Fortunately, scientific activities brought 
knowledge and methods that give the hope to find 
solutions to rising problems. Domains such as 
meteorology, atmosphere studies, oceanography, 
agriculture, and biology are efficient and sometimes well 
organized. 

It is known that some changes are very difficult to 
measure and monitor. Biodiversity and density of species 
are examples of the difficulties rising for measuring wide 
and sparse phenomena. Mekong Delta is infested by 
billions of insects that can destroy rice production and 
water salinity is invading the land putting even more 
pressure on agriculture. But there is no immediate way to 
classify and count insects, and for the physical 
underground water penetration, it is the same.  

The core of research-oriented to climate change needs 
elaborated tools and techniques to collect physical 
information, to process this information and synthesize 
scientific facts accurately. Sensing is one part of the 
problem and deduction of distributed behaviour from 
local measures is another part. From an understanding of 
a physical, biological, or social status, it becomes an 
obvious issue to deduce possible evolutions and the 
effectiveness of counter-actions. 

Previous research efforts associating these aspects can 
be mentioned for insect monitoring [21], building context-
aware communication systems, and simulating physical 
phenomena [20]. From an understanding of physical, 
biological or social status, it becomes an obvious issue to 
deduce possible evolutions and the effectiveness of 
counter-actions. These efforts are currently improved 
using highly parallel computations [22] over a wide area 
and fine resolutions. 

3.2 Environmental simulation 

3https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/ 
LinkingOpenData  
4https://wiki.dbpedia.org 
5https://musicbrainz.org 
6https://dblp.org 
7https://www.geonames.org 
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The methodology is based on a cellular decomposition of 
geography. Practically, cells will embed information 
extracted from a database, completed by other geo-
localized data coming from different sources. It is 
currently the case for elevations used to model radio 
signal propagation or rain flooding simulation. It will be 
the case for other information coming from sensor fields, 
satellite image analysis, and feedback information from 
the public.  

Current tools are presented in [20], they address 
geographic position, sensor network abstraction, and 
physical representation based on cell systems. The tools 
enable fast production of high-performance simulators yet 
ready for concurrent process networks, and graphic 
processing units, and soon supercomputing with scales of 
millions of cells and hundred of squared kilometres. The 
systems are animated using a computing method called 
"Cellular Automata". We will keep these core 
functionalities, opening the input data integration, and 
producing result publications as web services.  

The current development efforts8 include: 

• Database storage based on Postgis support, and
OpenStreetMap

• Serving tiles for local (Quickmap) and remote
browsers (OpenLayers)

• Generation of high-performance concurrent
simulators (Multicores, GPUs, MPI)

• Service software architecture for remote end-users
(Seaside).

• External data integration in database: meteorological
radar map, elevations, sensor fields

The core objective is environment sensing and 
simulation, in evolving aspects and larger information 
fields. This includes the support for open data integration, 
production and publication of predictions coming from 
simulations, direct interaction with engineers, specialists, 
and in some place interested publics. 

We propose a model for building environmental 
services with open data (figure 4). The whole process is 
combining of environmental data collection, open 
databases creation, and environmental services formation. 

 
8http://sames.univ-brest.fr/sameswp/ 

4. Case study: Crowdsourcing
geolocation data
How, in a real case, useful data can be generated, linked, 
and made accessible to the worldwide population. This 
section presents an example of crowdsourcing data 
collection, a new trend of data collection with help of a 
large group of people. 

4.1 Environmental context and needs of 
data 
Freshwater is a vital element for human beings but since 
the industrial revolution is becoming one of the most 
endangered resources [11]. Population growth but also the 
increase of the need in agriculture and industry in a 
climate change context-induced more scarcity of the 3% 
freshwater available at earth's surface. Solutions are 
available to face these new needs of freshwater 
particularly during the dry season and drought events. 
Desalination is based on the usage of the main water 
resource available at the earth's surface (i.e. salted water) 
to produce drinkable water  [24]. Water molecules are 
segregated from dissolved salt by thermal, chemical or 
mechanical methods. Most of the eight main methods of 
desalination use large amounts of energy to produce 
freshwater and a highly salted waste. The brine produced 
can be converted in salt but is more frequently released at 
the coastline area with negative effects on the 
environment [10]. 

Quality and taste of the freshwater produced by the 
desalination process are not the same as springs, rivers, or 
well water. A shift from conventional freshwater 
procurement to desalination cannot be done without a 
large amount of energy, full access to high seawater 
quality, and a population ready to change its water usage 
habits. That change involves data to design the industrial 
plant, determine its best location, ease water resource 
management, and evaluate how people will be able to 
adapt or not. 

As part of a research project to design a desalination 
plant powered by mix renewable energy i.e. wind-solar- 
 

wave for the island of Jamaica (\#JamGeenDesal), the 
needs of appropriate data was highlighted. Official open 

Figure 4. Model for Environmental services with Open 
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data are available from government websites (e.g. NWC 
[https://www.nwcjamaica.com/Physical\_Facili\_Ops\#1]) 
but also from international organizations (e.g. FAO 
dataset [http://www.fao.org/faostat/en/\#home]). Those 

data are for the most part not structured and/or not linked. 
A large part of the data analysis in this project was based 
on pre-processing to ease the reading and correlation of 
information. 

Analysis of Geographic Information System (then after 
GIS) of distribution of freshwater resources such as rivers, 
wells or lakes indicate that the current situation is 
unsuitable to face climate change previsions and 
population growth [13]. A large number of freshwater 
sources gives a wrong indication on the availability of the 
resource; indeed most of them are non-renewable. In 
Jamaica, the growth of population (12% in 20 years) and 
the needs in agriculture and industry in a global warming 
context imbalance the local water cycle. The needs of new 
freshwater resources are justified despite its reputation on 
the island of wood and water. 

Data compiled with the renewable energy resource of 
the last 20 years allow the determination of the best 
location for a desalination plant but also the potential 
production of freshwater and volume of waste. 

A large amount of data are available on the population 
as distribution in space, gender, age, etc. no any are 
related to their behaviours with freshwater, energy, 
environment, and their point of view on climate change 
and impacts of the desalination process. Those data are 
essential in this kind of project where the technical aspect 
does not count as much as the popular acceptance of 
impacting technology. Those data must be created or 
retrieved at the source. A data collection process has been 
conveyed to the citizens. 

4.2 Design of the data collection process 
Five main classes of information are needed to define the 
behaviour of citizens with water, acceptability of the new 
source of water, and the management of new waste and 
their impacts on the marine environment (Figure 5). The 
aim of this process, some can call it a collection of 

information, is to determine the understanding, level of 
awareness, and habits of the population. 

The structure of the process (accessible TCGNRG 
website [http://www.tcgnrg.com]) is based on the five 

classes, which can be listed as Freshwater, Energy, Global 
Warming, Water consumption, Water storage. Those five 
classes are related to a desalination plant powered by 
renewable energy. Where freshwater is the final product 
which should be used by the population, Energy will be 
the most costly part (energy used to run a Desktop PC 
during 12 hours serves to produce 1m3 of freshwater), 
Global Warming due to climate change is the main key of 
sustainability of the production with extreme dry 
condition pushing the development of alternative 
solutions; Water consumption amount and habits 
determine the current and future needs and water storage 
gives some indication of planning of freshwater usage. 

All those data should be linked with at least the five 
parameters allowing a good contextualization of 
information. In that case, the determination of the best 
location for a desalination plant is based on the main 
administrative units of Jamaica: the parishes, the country 
is divided into fourteen parishes. Nature of the population 
i.e. age, gender, and profession of the participant,
indicates how acceptance of new freshwater resources can
be facilitated. Engagement or sensibility of persons to the
environment should be taken into account to validate their
answers. So, the five classes of questions must be linked
to the age, gender, profession, residence, and interest to
the environment of the responder (Figure 5).

Questions and answers proposed in this process depend 
on the method of data harvesting and the capacities of the 
participant to understand and respond to the questions. 
The choice was made in this first phase to use individual 
questioning with simple meaning [12]. Reading and 
analysis of the answers are facilitated by usage of ranked 
answer system of three, five, or ten levels as "yes, no, I 
don't know" or "strongly agree, agree, no opinion, 
disagree, strongly disagree". That method allows 
attribution of a value of -1, 0, and 1 for the first case or 0 
to 5 for the second. Digits facilitate data manipulation and 
the generation of an index of concern. To respect the 

Figure 5. Chart flow of crowdsourcing geolocation data for desalination plant design
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privacy and anonymity of the participants no email 
addresses or IP addresses were retrieved or recorded. 

4.3 Results 
Over the period of June 16, 2019 to September 15, 2019 
the crowdsourcing data collection process fully running 
on the Internet using Google Form was conducted and 
conveyed to the Jamaican public. A communication 
campaign to push participants to answer was based on 
bulk emailing, social network dissemination, and personal 
network outreach. Only 211 responses were validated. 

This poor result can be attributed to a lack of funding 
to launch a targeted communication campaign but also the 
length of the survey, the 30 questions asking 2 to 5 
minutes to answer. The period of the process, summer 
holiday could also account for the mediocre rate of 
response. This small number of participants does not 
allow the validation of the results but only the retrieving 
of the trend. The graphical representation of the main 
outputs is presented in Figure 6. The participants 
presented more Female (69%) than Male (29%) more 
aged persons of more than 26-35 years old, which is not 
representative of the Jamaican population [23]. More 
persons concerned by the environment have taken the 
time to answer the questions in the form. The greater 
concentration of answers comes from Kingston (Capital 
of the country) where access to the Internet and computer 
equipment is best. 

Figure 6. The highlight of the data collection main 
output linked with participant gender, concentric 

circles indicate the percentage of women agree with 
that assertion 

By order of concern, participants indicated that climate 
is first followed by energy and freshwater. Up to 79% of 
the participants consider that their water consumption is 
moderate to low, 63% think that water quality is "good" to 
"very good" but only 10% of the participants gave an 
acceptable range of freshwater price with 60% who 
clearly said they do not know. Energy seems more 
important than water for most of the participants; they 
have a better understanding of energy price and usage. 
That point of view can be explained by the large needs of 

energy and particularly electricity due to modern living 
although the fact stands that only freshwater is 
indispensable to life. Participants are more able to give 
their energy consumption than the volume of freshwater 
used. 

The Jamaican population is aware of climate change 
impacts but cannot link fossil fuel energy and freshwater 
distribution. Both aspects of freshwater and energy are not 
linked together despite the main part of water treatment 
and distribution (pumping) is based on the usage of fossil 
fuel. 

Water storage class of questions indicates that in a 
country with frequent water shortage 64% of the 
householder has permanent water reserves using both 
non-permanent in bottle and permanent storage systems 
(e.g. a water tank). They are a bit more concerned about 
the amount of water stored than the quality. 

Data retrieved are analysed in the case of this study. 
They allowed to obtain an indication of perception and 
usage of freshwater but can be easily reused in another 
context. 

4.4 Data analysis and data conversion 
Analysis of this collection process is based on the 
digitalization of the answer to retrieve exploitable data 
(Figure 6). The data can be an integer or a float number. 
They can represent a statistical value, a count of the item, 
or a constructed index but they must be digitalized to ease 
exploitation. 

The questions in the Google Form can be on two main 
forms. The first form is an evaluation of opinion on a 
subject where the participant says if she/he is agreed or 
not with a sentence or a concept. In case of evaluation of 
an opinion a level of agreement is estimate indicating how 
close the participant is to the opposite hypotheses, H0 
totally agrees with this point of view and H1 totality 
disagrees with this point of view [25]. In the middle "I 
don't know" or "no opinion" means not agree with the two 
hypotheses. 

The second form of the questions is a choice of one or 
several items in a list or a collection. We ask the 
participants to select an item, a value, a number, a colour, 
a word, a sentence, a location, or a country or several of 
them. The values can be directly used after the 
computation of the average or determination of the more 
frequent answer. The other elements selected (i.e. colour, 
word, etc.) can be manipulated through the percentage of 
occurrence in the set of answers. But to ease the 
manipulation they can also be converted to a digit using a 
dictionary or a mathematical formula, in that case, the 
value obtain is related to a psychological or perception 
parameter (Figure 6). 

Data retrieved from the process related to 
environmental issues can be used as a parameter of 
environmental simulation as described in section 3. 
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4.5 Generation of open data 
The structure of the collection process can push to use a 
relational database where each question class is stored in a 
dedicated table or sub-table related by an index. Access to 
the database can be a limit to the concept of Open Data. 

Another organization of the results can be chosen to 
ease the dissemination of the information, it is base on 
RDF format [23] through a dedicated XML file or web 
page using RDF format (Figure 5). This web page or 
XML file will summarize the results in human-readable 
format, with information linked to main features of the 
participants i.e. age, gender, location, profession and 
interest to environmental issues. 

4.6 Perspectives 
A second phase of the process will be launched soon with 
a large target audience with a better selection of the 
questions and modes of answers. The second phase will 
include a Geographic Information Systems (GIS) tool to 
get information with lower space units: at the scale of a 
city or of a district or even smaller. That small unit size 
will be close to the cells used for environmental 
simulations and ease the integration of human behaviour 
in modelling. It will also take into account time and 
integrate meteorological seasons in questions/answers. 
Data analysis will be designed to be used as fully open 
and linked data. 

5. Conclusion
This study reveals the major interests of environmental 
sensing and simulation in prediction physical issues. A 
clear model is given showing how we collect 
environmental information and create open data for 
building environmental services. Cellular automata with 
transition rules between cells are the core concept in this 
work for simulations. Open data is hoped to give the 
vision of ambitious information systems covering the 
environment in the neighbourhood. 
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