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Abstract. Cancer is a dangerous disease that should not be underestimated. The early 
stages of this disease are often asymptomatic. Early detection of cancer is an important 
examination so that the disease does not develop into a serious and dangerous disease. 
This study detected the presence of cancer through five predictors. This study classified 
the diagnosis results based on five indicators namely radius, texture, perimeter, area, and 

smoothness. By using these five indicators, the detection was carried out through a 
classification mechanism using the boosting method. The result had obtained an accuracy 
of 93.67%. The accuracy was higher than other classification methods such as Bayesian 
Networks and multilayer Perceptron. Both of them only obtained an accuracy of 89.63%, 
and 92.79%, respectively. It showed that the ensemble method mechanism of boosting 
had proven to be more effective in classifying the presence or absence of breast cancer. 
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1   Introduction 

The number of cancer patients all over the world significantly keeps increasing [1]. 

International Agency for Research for Cancer reports that World Health Organization (WHO) 

estimates around 18.1 million new cancer with the mortality rate of 9.6 million [2]. The cancer 

issue drives WHO predicts Cancer will be the most primary death cause in this century [3]. 1 

out of 5 men and 1 out of 6 women suffer from cancer on earth. In addition to that, 1 out of 8 

men and 1 out of 11 women die from having cancer. This information was obtained after 
researchers analyze data from 185 countries in the world through deeply focusing on 36 kinds 

of cancer. 

In general, cancer is split into two classifications which are benign and malignant [4]. 

While cancer is benign, cancer is detected without having the ability to spread out and damage 

other tissue around. However, cancer is disruptive, spread out and damage other tissues 

around. Malignant cancer possesses a severe impact if it is not cured immediately. So early 

diagnosis of cancer is very crucial for the salvation of the cancer patient itself [5]. Through 

knowing the severity level of cancer the patient suffers from as early as possible [6], it can be 

determined what treatment should be done since cancer is able to cause death [7]. 

Early detection of breast cancer can be done through data mining [8]. It is a process for 

finding useful knowledge or information from large-scale data [9]. Methods in data mining 

have been widely implemented for a number of cases such as classification [10], association 
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rules [11], clustering [12], and forecasting [13]. Therefore, this study adopts data mining for 

the early detection of breast cancer. 
Data mining consists of two stages of learning namely supervised and unsupervised [14]. 

This study classifies data into categories so that the learning process is supervised. The 

classification is divided into single and multiple classification models (ensemble method). The 

ensemble method can improve the accuracy of the single classification model by combining 

predictions made by several classifiers. One of the ensemble method algorithms is boosting. 

The method runs an iterative procedure to change training data adaptively with a focus on data 

that is difficult to classify. This procedure makes the performance of this method more 

optimal. Thus, this study compares the single and multiple classification models. The single 

classification model is represented by Bayesian networks and multilayer perceptron. 

2   Literature study 

The method in this study consisted of Bayesian networks, neural networks, and MLP. 

Both are explained in Sections 2.1, 2.2 and 2.3. 

 

2.1   Bayesian networks 

Bayesian network is a graphical model that encodes probabilistic relationships between 

interesting variables [15]. Bayesian networks can show the probability of a relationship 

between related and unrelated events. Bayesian network generalizations can represent and 

solve decisions under uncertainty called influence diagrams [16]. Bayesian networks can be 

used to calculate the probability of the presence of various symptoms of the disease [17]. In 

processing a Bayesian Network, it is built with Conditional Probability. It estimates the 

probability of an event B if an event A has occurred, denoted P (A). It calculates the 

estimation of a data set to enter a certain class based on the inference of existing data. The 

basic equation of the Bayes theorem is :  

        
           

    
                                         (1) 

Bayesian networks can make probabilistic decision making (inference). It is to predict the 

value of a variable that cannot be known directly by using the values of other variables that are 

already known. 

2.2   Neural networks 

Neural networks are information processing systems that have characteristics similar to 

biological neural networks [18], which are neural networks in the human brain. The 

characteristics of neural networks are determined by several things, namely: 

1. Network architecture 
Architecture is a form of the pattern of relationships between neurons. In neural networks, 

neurons are arranged in layers. The arrangement of neurons in layers and their 

relationships is called network architecture. Neural networks can be classified into two 



 

 

 

 

types, single layer, and multilayer. In a single layer network, neurons can be grouped into 

two parts, namely input units (units of input) and output units (units of output). Whereas 
in multilayer networks, in addition to input and output units there are also hidden units 

(hidden units). 

2. Learning 

The learning algorithm is a method used to determine the weight of the relationship [19]. 

The purpose of neural network training is to find the weights contained in each layer. 

There are two types of training in neural network systems, namely supervised and 

unsupervised learning. In a supervised learning process, neural networks are trained by 

providing data called training data or training vectors. Then given to the neural network 

so that the neural network can modify the weights to try to find similarities between the 

output results generated by the neural network with the desired output results. After the 

training process is complete, the neural network is then given an input value and will 
produce an output. 

3. Activation Function 

The activation function is a function to produce output. 

4. Neural Network Training 

In addition to minimizing errors in the output generated by the network, another goal of 

neural network training is to strike a balance between the ability to respond to input 

patterns used correctly in the training process [20]. 

2.3   MLP 

MLP is one type of algorithm for neural networks. Learning this algorithm is done by 

backpropagation. Determination of the optimal weight will lead to the correct prediction 

results [21]. In MLP, the Sigmoid standard function is used wherein the amount of weighting 

from a number of inputs and biases are entered into the activation level through the transfer 
function to produce output, and units are arranged in a feed-forward topology layer called the 

Feed Forward Neural Network (FFNN). 

When there is more than one hidden layer, the output of the hidden layer is entered into 

the next hidden layer and separate weights are used for addition to each subsequent layer. 

MLP consists of an input layer, one or more hidden layers, and an output layer [22]. Each 

node in MLP is a processing unit. Each node has several inputs and an output. Each node 

combines several input values, performs calculations, and generates output values 

(activations). In each node, there are two functions, namely a function to combine input and an 

activation function to calculate the output. 

Backpropagation works through an iterative process using training data, comparing the 

predicted value of the network with each data contained in the training data. In each process, 
the weight of relations in the network is modified to minimize the value of Mean Squared 

Error (MSE) between the predicted value of the network with the actual value. The 

modification of the neural network relation is done in the reverse direction, from the output 

layer to the first layer of the hidden layer so that this algorithm is called backpropagation. 

2.4   Boosting 

The boosting method is one of the machine learning algorithms. It combines a number of 

weak classifiers to produce a strong classifier [23]. The formation process is done iteratively. 

At each iteration, the weak classifier is trained on data. If a classification failure occurs, the 



 

 

 

 

weight of the data will increase in the next iteration. It is intended that the classification 

process of next weak classifiers focuses on the data fails. The final stage combines the results 
of each iteration with its weight. In general, the steps of this method are: 

1. Determine the initial weight of each data that is w [i] = 1 / n where n is the amount of 

data, and i = 1, 2, ..., n. 

2. j is the number of iterations, then for m = 1, 2, ... M, At each iteration: 

a. Build a single tree based on data with a weight of w [i]. 

b. Calculate the misclassification rate. 

c. Calculate the value of a [m], which is the evaluation parameter in iteration m 

d. Assign a new weight for each data. If the data is properly classified, then there is no 

change in weight. However, if data fails to be classified, the weight is updated. The 

new weight is the multiplication between the old weight and a [m]. 

3. The final prediction is a combination of predictions for each iteration. The class of data is 
based on the largest prediction value compared to other classes. 

3   Research Methodology 

The research methodology is explained in Figure 1. The data used came from the 
University of Wisconsin Hospitals. There are two types of variables in this study, the 

independent variable, and the dependent variable [24]. Meanwhile, the total data processed in 

the classification of breast cancer was 569 data with 5 independent variables and 1 dependent 

variable. Table 1 shows the variables used in the study and their statistic values. 

 
Fig. 1. Research methodology. 

 

This study applied 10 fold cross-validation for the testing mechanism. The evaluation 

parameters were accuracy and root mean square error (RMSE). The learning rate in MLP in 

this study was 0.3 for momentum = 0.2. The base classifier of boosting based on decision 



 

 

 

 

stump with maximum iteration was 10. The batch size of the three methods in this study was 

100. 
 

Table 1. Summary of dataset features. 

 No. Features Max Min Mean Stdev 

 1 Area 2501.00 143.50 654.28 351.92 

 2 Perimeter 188.50 43.79 91.91 24.29 

 3 Radius 28.11 6.98 14.12 3.52 

 4 Smoothness 0.16 0.05 0.10 0.01 

 5 Texture 39.28 9.71 19.31 4.29 

4   Results and Discussion 

The results of using the Bayesian Networks algorithm were 510 instances that are 

classified correctly and 59 instances that were classified incorrectly. The RMSE from 

Bayesian networks was 0.28. MLP in this study succeeded in 528 correct instances and 41 
incorrect instances. The RMSE of MLP was 0.24. The smallest RMSE obtained by boosting 

was 0.23. on the other hand, boosting got the highest accuracy. It shows that boosting had the 

best performance, as shown in Table 2. 

The confusion matrix of the three methods is shown in Table 3, 4, and 5. For the 

malignant class, the best performance in classifying it was by boosting, while the lowest was 

by Bayesian networks. As for the benign class, the best performance in classifying it was by 

boosting, while the lowest was by MLP. 

Table 2. Comparison of Accuracy and RMSE of each method. 

 

   Method  Accuracy (%) RMSE  

   Bayesian networks  89.63 0.28  

   Multilayer perceptron 92.79 0.24  

   Boosting  93.67 0.23  

Table 3. Confusion matrix of Bayesian networks. 

 

     Classified as   

   Malignant Benign  
       

  Malignant 168  44  

  Benign 15  342  
        



 

 

 

 

 

Table 4. Confusion matrix of multilayer perceptron. 

 

   Classified as 

  Malignant Benign 
    

 Malignant 187 25 

 Benign 16 341 
   

 

Table 5. Confusion matrix of boosting. 

    

   Classified as 

  Malignant Benign 
    

 Malignant 188 24 

 Benign 12 345 
    

5   Conclusion 

This study compared Bayesian networks, MLP, and boosting in classifying types of breast 

cancer. The testing using data as many as 510 instances based on 10 fold cross-validation. 

Based on research results, the highest performance was obtained by boosting while the lowest 

was by Bayesian networks. 
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