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Abstract. This study aims to utilize artificial neural networks to distinguish batik motifs 

and non-batik fabric motifs. Several important steps are needed, namely the process of 
acquiring batik and non-batik images, pre-transforming batik and non-batik images to 
gray scale forms, texture feature extraction in gray scale images and detection of motifs 
using networks artificial nerve. Image acquisition is done by collecting batik and not 
batik images from several different motifs. Processing data sets is divided into 70% as 
training data and 30% as testing data. Artificial neural network models used in this 
research use the Backpropagation learning algorithm by comparing the Scaled conjugate 
gradient algorithm (trainscg) training method and the Levenberg-Marquardt algorithm 

(trainlm) training method. The results obtained for the accuracy using the Scaled 
conjugate gradient algorithm (trainscg) training method were higher with an accuracy 
value of 84.12%, compared to the Levenberg-Marquardt algorithm (trainlm) method by 
86.11%. 
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1 Introduction 

Artificial neural network (ANN) is an information processing system that has the same 

performance characteristics as human biological neural networks. Artificial neural networks 

have been developed as a form of generalization of mathematical models of human cognition 
or human biological nerves [1]. Batik has diverse motifs throughout Indonesia. Every region 

in Indonesia has a batik motif that is tailored to the philosophy of life of each community. 

Javanese batik is unique in terms of texture, color and shape. Javanese batik can be identified 

through understanding and knowledge of the motifs and types of batik. Batik can be 

distinguished based on manufacturing techniques consisting of written batik, batik printing 

and a combination of writing and printing. The uniqueness of batik comes from the production 

process known as "mbatik" and the motifs and values contained in each batik motif. 

Etymologically batik has the meaning of the suffix "tick", in the word "batik" comes from the 

word drip or drip. The word "tick" can be interpreted as "small", so it can be said "mbatik" is 
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to write or draw all complicated / small[2]. In ancient languages it was called fiber, and in 

ngoko it was called "write" or write with wax [3]. The 'mbatik' process, which is to melt wax 
and use canting as a means of making batik motifs on fabric. Batik printing is made using 

plates with batik motifs and printed on fabric. While the combined types of batik are made by 

combining the two techniques. The problem in this research is the difficulty in distinguishing 

batik motifs from non-batik cloth motifs for people who do not understand batik motifs. The 

classification of batik motifs can be done by processing digital images of batik motifs using 

artificial neural network methods for the classification of batik image motifs. This study aims 

to utilize artificial neural networks to distinguish batik motifs and non-batik fabric motifs. 

Artificial neural networks have the ability to model the way of human thinking in 

distinguishing various objects. This paper is made in five parts, namely introduction, literature 

review, material and proposed methods, results and discussion and conclusions. 

2 Previous Research 

Variations in batik patterns are very diverse resulting in the start of the development of 

various studies in the field of batik pattern recognition[4-8]. In pattern recognition, a clear 

classification rule is needed to recognize the pattern well. Data classification is needed to 
identify potential characteristics in the N set of objects contained in the database. These are 

categorized into several different groups. This study aims to obtain classification rules using 

the fuzzy decision tree. The research began by obtaining batik image data (pre-processing), 

enhancement and segmentation (process), feature extraction including entropy, energy, 

contrast and homogeneity. Next, calculate the value of information acquisition and build a 

decision tree and finally extract the fuzzy classification rules of batik patterns. Extract 

classification rules that can classify batik patterns and batik patterns instead[9]. Another 

method that has been used is the Support Vector machine[10]. The selection of artificial neural 

networks is done because artificial neural networks have characteristic patterns of connections 

between neurons that are able to distinguish one object from another. There is a training or 

learning process to determine the connection weights on the artificial neural network 

architecture and has an activation function on the artificial neural network architecture. 
Artificial neural networks have a variety of methods of coaching that can be used to train data 

so that they can detect different objects. The commonly used training algorithm is the back 

propagation method[1]. Batik motifs have several characteristics that are used to describe the 

name. Some batik motifs have clear edges with high contrast values while some batik motifs 

have vague edges with low contrast values. Meanwhile, the size of the edge of the motif there 

are thick batik motifs and thin motif edges. Each batik is marked with a main ornament whose 

size consists of the size of a small ornament and the size of a large ornament. The results 

obtained by batik ornaments with large size and high contrast produce thick edges and are 

easy to recognize while batik ornaments with small sizes with low contrast will be difficult to 

recognize. Two batik images that have high or low contrast with a small image size will 

produce complex edges [4,11]. Feature extraction and representation is one of the important 
processes in pattern recognition processing. The feature extraction process for batik images is 

carried out by transforming batik images into gray scale images. After obtaining an image 

with gray scale, quantization is performed to obtain a co-occurrence matrix[12]. The co-

occurrence matrix that has been obtained is normalized and the statistical feature values are 



 

 

 

 

obtained based on the co-occurrence matrix. The process of extracting texture features with 

GLCM produces texture features such as contrast, energy, homogeneity, and correlation [13]. 

3 Material And Proposed Methods 

The data used in this study are data on batik images and non-batik images. A total of 117 

batik image data consisting of 76 batik images and 43 non batik images. The image is obtained 
by direct acquisition using a camera with rarely about 90 cm. Examples of batik and non-batik 

images can be seen in Figure 1 

.  

  

a. batik b. non batik 

Fig. 1. Image sample of batik and non batik 

Artificial neural network method with backpropagation algorithm as follows [1]: 

1. Initialize weights with random value. Set learning rate α as 0 < α< = 1  

2. If the conditions stop not fulfilling, then do Steps 3 to 9. 

3. For each pair of training, do steps 4 through 9 

Feedforward 

4. Each input neuron             ) receive input and spread the signal to all hidden layer 
neurons 

5. Each unit in hidden layer (          ) add up the weight of the input signal using the 

Equation 1. 

    
     ∑      

 

   
 

(1) 

then the output value is calculated using the activation function used by the Equation 2. 

    (    
) (2) 

and send this signal to all the unit in the ouput layer 

6. Each unit in output layer              ) add up the weight of the output signal, using 

the Equation 3.  

    
     ∑      

 

   
 

(3) 

Calculate the output signal using the activation function in the Equation 4. 

         
               

(4) 

 

 

Backpropagation error 

7. Each output of neuron                receive the corresponding target pattern using 

the input pattern and then calculate the error information using the Equation 5.  



 

 

 

 

            (    
) (5) 

Calculate the weight correction using the Equation 6. 

 

           (6) 

Calculate the correction to bias using the Equation 7. 

         (7) 

And send these signals to the previous layer 

 

8. Each hidden neuron (            ) delta input is derived from neurons in the layer 

above it using Equation 8. 

    
  ∑      

 

   
 

           

(

8

) 

Multiply by the derivation of the activation function to find errors using Equations 9. 

       
       

  (9) 

And calculate the weight of the correction using the Equation 10. 

           (10) 

And calculate the correction bias using the Equation 11. 

         (11) 

Update weights and biases 

 

9. Each neuron output value              update the bias and weight  j=0,1,...,p  using 
Equation 12 

                     (12) 

Each neuron hidden            update the bias and weight  i=0,1,…,n using Equation 

13. 

                       (13) 

Test the stopping condition 

If    < value error initial set then Stop Training 
 

Artificial neural networks especially backpropagation training methods have different 

training methods. Each backpropagation training method has different computations and 

different storage needs, and none of the backpropagation training methods can be suitable for 

all problems. Each problem resolution will use a backpropagation training method that suits 

the needs of the problem. This study will compare the use of the Scaled conjugate gradient 

algorithm method and the Levenberg-Marquardt algorithm method. Scaled Conjugate 

algorithm is a supervised learning algorithm and works for feed forward neural networks. 

Formulation of Scaled Conjugate algorithm is given as Formulai 14. 

   
                   

  

       
(14) 

SCG has two initial value parameters    and   .Value               is a small 

number that is used to rectify the special case of converging to a function value of exactly 

zero. The Levenberg-Marquardt (LM) algorithm is the most widely used optimization 
algorithm. Its performance is far better than simple gradient descent and other conjugate 



 

 

 

 

gradient methods in a wide variety of problems. Formulation of Levenberg Marquardt 

Algorithm is given as Formulai 15. 

                  (15) 

Where λ is blending factor and I is identity matrix. As λ gets small the rule approaches the 

quadratic approximation update rule above. If λ is large, the rule approaches as Formulai 16. 

        
 

 
  

(16) 

Steps taken to detect batik or non-batik motifs are the process of acquiring batik and non-

batik images, pre-transformation of batik and non-batik images to gray scale forms, texture 

feature extraction in gray scale images and detection of motifs using artificial neural networks. 

The method of producing batik image detection with ANN can be shown in Figure 2. 

 

Fig. 2. Metode yang diusulkan.  

 

Image acquisition is done by collecting batik and not batik images from several different 

motifs. Every batik image is saved in a file with an image format .jpg. The preprocessing 

process is done by resizing the image to 256 x 256. 

The method used for texture feature extraction is Gray Level Co-occurrence Matrices 

(GLCM). GLCM is one method for obtaining second order statistical features by calculating 
the probability of a neighborhood relationship between two pixels at a certain distance and 

orientation. The GLCM process approach works by forming an image data cohesion matrix, 

followed by determining the characteristics as a function of the intermediate matrix. Co-

occurrence means a joint event, i.e. the number of occurrences of one level of neighboring 

pixel value with another level of pixel value within a certain distance (d) and angular 

orientation (θ). Distance is expressed in pixels and orientation is expressed in degrees. The 

orientation is formed in four angular directions with 45 ° angle intervals, namely 0 °, 45 °, 90 

°, and 135 °. Four features that will be extracted in this study are based on the texture features 

proposed by the Angular Second Moment (ASM), contrast, correlation and Inverse Different 

Moment (IDM)[14]. Artificial neural networks model the way neural networks work in 



 

 

 

 

humans who are able to group data and carry out inference tasks on data. Artificial neural 

networks can act like humans in understanding, thinking, remembering, inferring, and 
knowing. Artificial neural networks are very powerful instruments for the classification of 

data and conclusions [15]. The practical concept of ANN to detect batik images is by 

processing the characteristics of batik image patterns and training them to be able to detect 

based on batik motifs and non-batik motifs. The neural network consists of a number of 

processing elements called neurons, units, cells or nodes [16]. The model of a neuron in 

artificial neural networks is shown in Figure 3. 

 

Fig. 3. Neuron Model.  

 

Figure 3 shows a neuron model consisting of three basic elements, namely: 

- A group of synapse or connecting links that have different weights 

- An addition unit that will add up the input signals that have been multiplied by the weights 

- An activation function that determines whether an input signal will be forwarded to other 

neuron. 

Each interconnected neuron can be interpreted as a form of communication and each 

communication is related to weight. Weights represent the information used to solve 

problems. These neurons accumulate in layers called neurons. The layers making up artificial 

neural networks are divided into three, namely: 
- Neurons contained in the input layer receive input patterns from outside which describe the 

problem (Input layer) 

- Neurons in the hidden layer receive the input layer pattern (hidden layer) 

- Neurons in the output layer are the solution or the result of artificial neural networks 

(output layer) 

Artificial neural network models used in research use the Back propagation learning 

algorithm by comparing the training method of the Scaled conjugate gradient algorithm 

(trainscg) and the Levenberg-Marquardt algorithm (trainlm). Levenberg-Marquardt algorithm 

(trainlm) is one of the fastest training algorithms for networks of moderate size. This method 

has a feature to reduce memory used when the size of training data is large. In addition there is 

the Scaled conjugate gradient algorithm (trainscg). The dataset processed in this study were 
119 images consisting of 76 batik images and 43 non-batik images. Sixteen texture features 

are used, namely Angular Second Moment (ASM), contrast, correlation and Inverse Different 

Moment (IDM) with 45 ° angle intervals, namely 0 °, 45 °, 90 ° and 135 °. Processing data 

sets is divided into 70 percent as training data and 30 percent as test data. 

The testing of the batik motif classification model conducted in this study includes 

performance appraisal. Performance assessment, namely testing the ability of pattern 

classification models in classifying data that has errors in classification. 



 

 

 

 

4 Result And Discussion 

This study conducted image detection to determine whether the image of batik or not 

batik. There are two learning methods to be used namely the Scaled conjugate gradient 

algorithm method and the Levenberg-Marquardt algorithm method. The training method used 

will train the entered image data and group them into batik image class or non-batik image. 

The results obtained there are batik images detected as batik images, there are non-batik 

images detected as non-batik images, there are batik images but detected as not and there are 

non-batik images but detected as batik. The correct detection accuracy of batik and non-batik 

images is obtained by adding up the values that can be detected correctly divided by the total 

amount of image data. The results of batik image detection can be shown in Table 1 

 

Table 1. Result of batik and non batik detection. 

Experiment 
Output Class 

Non Batik Batik 

Target Class 
Non Batik True False 

Batik False True 

 

 

This study will compare the use of the Scaled conjugate gradient algorithm method and 

the Levenberg-Marquardt algorithm method. The number of neurons in each was determined 

based on the number of inputs (the number of texture features) and the number of outputs 

(batik and non-batik). For the number of neurons in the hidden layer the modified number. 

Experiments carried out as many as 14 experiments with 2 training functions and a 

combination of the number of neurons in each layer. The results of the batik detection model 

experiment with the Scale Conjugated Gradient algorithm training method are shown in Table 

2. 

Table 2. Results of batik detection model experiments with Scale Conjugated Gradient 
training methods. 

Experiment 
Training 

Function 

Number of Neurons 

Accuracy 
Error 

Rate Input 

Layer  

Hidden  

Layer  

Output 

Layer  

1 

Train SCG 

16 2 1 100 0 

2 16 4 1 100 0 

3 16 6 1 100 0 

4 16 8 1 83.3 16.7 

5 16 10 1 75 25 
6 16 12 1 63.88 36.12 

7 16 16 1 66.66 33.34 

Average  84.12 15.88 

 

Experiments 1 through 7 are carried out by combining the number of neuorons in the 
hidden layer. The number of neurons in the hidden layer ranges from 2 to 16 with an average 



 

 

 

 

accuracy of all experiments of 84.12 percent and an error rate of 15.88 percent. The best 

accuracy is in experiments with using a number of neurons 2, 4 and 6 of 100 percents. The 
lowest accuracy in p uses as many as 12 neurons. The results of the batik detection model 

experiment with the Levenberg-Marquardt algorithm training method are shown in Table 2. 

Experiments 8 through Experiment 14 were carried out by combining the number of neuorons 

in the hidden layer. The number of neurons in the hidden layer ranges from 2 to 16 with an 

average accuracy of all experiments of 86.11 percent and an error rate of 13.89 percent. The 

best accuracy is in experiments using the number of neurons 8, 12 and 16 of 100 percent. The 

lowest accuracy is using 10 neurons. Results of the batik detection model experiments with the 

Levenberg-Marquardt algorithm training method are shown in Table 3. 

 

Table 3. Results of the batik detection model experiments with the Levenberg-Marquardt 
algorithm training method. 

Experiment 
Training 

Function 

Number of Neurons 

Accuracy 
Error 

Rate Input 

Layer  

Hidden  

Layer  

Output 

Layer  

8 

TrainLM 

16 2 1 94.44 5.56 

9 16 4 1 66.66 33.34 

10 16 6 1 77.77 22.23 

11 16 8 1 100 0 

12 16 10 1 63.88 36.12 

13 16 12 1 100 0 

14 16 16 1 100 0 

Average  86.11 13.89 

5   Conclusion 

The conclusion in this study is the detection model of batik images or not batik images 

built by modeling artificial neural networks. The dataset were 119 images consisting of 76 

batik images and 43 non-batik images. Sixteen texture features are used, namely Angular 
Second Moment (ASM), contrast, correlation and Inverse Different Moment (IDM) with 45 ° 

angle intervals, namely 0 °, 45 °, 90 ° and 135 °. The average accuracy obtained by using the 

Scale Conjugated Gradient training methods training method is 84.12 Percent and the average 

accuracy for the Levenberg-Marquardt algorithm training method is 86.11 percent. There is a 

difference of about 2 percent accuracy for the batik detection model with artificial neural 

networks. 
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