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Abstract. The efficient multiplier in Finite Field is needed in its implementation in the 
cryptography field. The NAIK algorithm provides fast steps and efficient solutions in 
forming the desired multiplier. The formation of an efficient multiplier GF(2^8) will be 
formed with the NAYK algorithm without being constructed from the smallest values, but 
directly from the value 8 itself. In comparison the NAYK algorithm provides a more 
efficient solution. 
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1   Introduction 

This research developed two methods, these are the methods to reduce of sum of 
multiplication and to find solution for all formula by exhaustive search. Both the development 
of formula and algorithm that if executed one by one in the process of reducing the 
multiplication does not give better results, due to the constraints of the selection of products to 
be combined quite difficult [4], especially for large n, moreover the memory size is bounded 
and processing time is very long. But if we combine both and by utilizing the properties of 
algebra which appeared in the multiplication of polynomials in GF(2n), then both the 
development of formula and algorithm give the process much better than the research that has 
been done [3,5-9,]. In addition, when compared with the previous researches [3,5,9], the 
combination of both formula and algorithm provides a process much easier. 

2 Related Research and Theory 

2. 1 Algorithm of Karatsuba Improved by Christof Paar 

The formula in polynomial with degree (n-1) [1,2], then calculate 
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𝐷𝐷(𝑗𝑗, 𝑘𝑘) = (𝑎𝑎(𝑗𝑗) + 𝑎𝑎(𝑘𝑘))(𝑏𝑏(𝑗𝑗) + 𝑏𝑏(𝑘𝑘)) 

 

and 

 

 

𝐷𝐷(𝑖𝑖) = 𝑎𝑎(𝑖𝑖)𝑏𝑏(𝑖𝑖) 
 

 Hence the polynomial formula can be calculated like below 

 

𝑐𝑐′(𝑖𝑖) = �𝐷𝐷(𝑗𝑗, 𝑘𝑘)
𝑗𝑗,𝑘𝑘

−��𝐷𝐷 �
𝑖𝑖
2
� + 𝐷𝐷(𝑘𝑘) + 𝐷𝐷(𝑗𝑗)�

𝑗𝑗,𝑘𝑘

, 

 

for i is even, 

 

𝑐𝑐′(𝑖𝑖) = �𝐷𝐷(𝑗𝑗, 𝑘𝑘)
𝑗𝑗,𝑘𝑘

−�(𝐷𝐷(𝑘𝑘) + 𝐷𝐷(𝑗𝑗))
𝑗𝑗,𝑘𝑘

, 

 

 for i is odd, and 

 

𝑐𝑐’(0) = 𝐷𝐷(0) 

 

𝑐𝑐′(2𝑛𝑛 − 2) = 𝐷𝐷(𝑛𝑛 − 1) 

 

 

Moreover, multiplier for Finite Field GF((2^n)^4) for equation n = 4,  

Paar changed it like in [2,7,10,11]. 

 

Take 



 

 

 

 

 

𝐴𝐴(𝑥𝑥) = 𝑎𝑎(0)𝑥𝑥0 + ⋯+ 𝑎𝑎(3)𝑥𝑥3;  𝐴𝐴 ∈ 𝐺𝐺𝐺𝐺((2𝑛𝑛)4);  𝑎𝑎𝑖𝑖 ∈ 𝐺𝐺𝐺𝐺(2𝑛𝑛) 

 

and  

 

𝐵𝐵(𝑥𝑥) = 𝑏𝑏(0)𝑥𝑥0 + ⋯+ 𝑏𝑏(3)𝑥𝑥3;  𝐵𝐵 ∈ 𝐺𝐺𝐺𝐺((2𝑛𝑛)4);  𝑏𝑏𝑖𝑖 ∈ 𝐺𝐺𝐺𝐺(2𝑛𝑛) 

 

and 

 

𝐶𝐶 = 𝐴𝐴𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 𝑃𝑃 

 

 

Moreover, Paar modified it into 

 

𝑐𝑐′(3) = 𝐷𝐷(0) + 𝐷𝐷(1) 

              +𝐷𝐷(2) + 𝐷𝐷(3) 

              +𝐷𝐷(0,1) + 𝐷𝐷(0,2) 

              +𝐷𝐷(1,3) + 𝐷𝐷(2,3) 

                +(𝑎𝑎0 + 𝑎𝑎1 + 𝑎𝑎2 + 𝑎𝑎3)(𝑏𝑏0 + 𝑏𝑏1 + 𝑏𝑏2 + 𝑏𝑏3)                                                                

      

where 

 

 

𝐷𝐷(0) = 𝑎𝑎(0)𝑏𝑏(0) 

𝐷𝐷(1) = 𝑎𝑎(1)𝑏𝑏(1) 

𝐷𝐷(2) = 𝑎𝑎(2)𝑏𝑏(2) 

𝐷𝐷(3) = 𝑎𝑎(3)𝑏𝑏(3) 



 

 

 

 

𝐷𝐷(0,1) = (𝑎𝑎(0) + 𝑎𝑎(1))(𝑏𝑏(0) + 𝑏𝑏(1)) 

𝐷𝐷(0,2) = (𝑎𝑎(0) + 𝑎𝑎(2))(𝑏𝑏(0) + 𝑏𝑏(2)) 

𝐷𝐷(1,3) = (𝑎𝑎(1) + 𝑎𝑎(3))(𝑏𝑏(1) + 𝑏𝑏(3)) 

𝐷𝐷(2,3) = (𝑎𝑎(2) + 𝑎𝑎(3))(𝑏𝑏(2) + 𝑏𝑏(3)) 

𝐷𝐷(2,3) = (𝑎𝑎(2) + 𝑎𝑎(3))(𝑏𝑏(2) + 𝑏𝑏(3)) 

 

 

Now the number of multiplications has changed from ten to nine. But Paar did not explain 
the process of the reduction. But several researches [12,13] has discussed of modulo process. 
The results use to build for another multiplication for n bigger than 7 [3,7].  

2.2 Montgomery Multiplier 

Multiplier for n = 5, 6 and 7 has developed by Montgomery. For example, this is multiplier 
for n = 6 [3]. 

 

Write that 

 

𝑎𝑎0𝑏𝑏1 + 𝑎𝑎1𝑏𝑏0 = (𝑎𝑎0 + 𝑎𝑎1)(𝑏𝑏0 + 𝑏𝑏1) − 𝑎𝑎0𝑏𝑏0 − 𝑎𝑎1𝑏𝑏1 

 

and 

 

(𝑎𝑎1𝑋𝑋 + 𝑎𝑎0)(𝑏𝑏1𝑋𝑋 + 𝑏𝑏0) = 𝑎𝑎1𝑏𝑏1𝑋𝑋2 + (𝑎𝑎0𝑏𝑏1 + 𝑎𝑎1𝑏𝑏0)𝑋𝑋 + 𝑎𝑎0𝑏𝑏0 

 

Hence it can be written as follows 

 

(𝑎𝑎1𝑋𝑋 + 𝑎𝑎0)(𝑏𝑏1𝑋𝑋 + 𝑏𝑏0) = 𝑎𝑎1𝑏𝑏1𝑋𝑋2 + �(𝑎𝑎0 + 𝑎𝑎1)(𝑏𝑏0 + 𝑏𝑏1) − 𝑎𝑎0𝑏𝑏0 − 𝑎𝑎1𝑏𝑏1�𝑋𝑋 + 𝑎𝑎0𝑏𝑏0                                               
                                                   = 𝑎𝑎1𝑏𝑏1(𝑋𝑋2 − 𝑋𝑋) 

                                         +(𝑎𝑎0 + 𝑎𝑎1)(𝑏𝑏0 + 𝑏𝑏1)𝑋𝑋 

                                                       +𝑎𝑎0𝑏𝑏0(1 − 𝑋𝑋) 



 

 

 

 

 

Hence for n = 3, the equation is 

 

(𝑎𝑎2𝑋𝑋2 + 𝑎𝑎1𝑋𝑋 + 𝑎𝑎0)(𝑏𝑏2𝑋𝑋2 + 𝑏𝑏1𝑋𝑋 + 𝑏𝑏0) 
= 𝑎𝑎0𝑏𝑏0(𝐾𝐾 + 1 − 𝑋𝑋 − 𝑋𝑋2) 
+𝑎𝑎1𝑏𝑏1(𝐾𝐾 − 𝑋𝑋 + 𝑋𝑋2 − 𝑋𝑋3) 
+𝑎𝑎2𝑏𝑏2(𝐾𝐾 − 𝑋𝑋2 − 𝑋𝑋3 + 𝑋𝑋4) 
+(𝑎𝑎0 + 𝑎𝑎1)(𝑏𝑏0 + 𝑏𝑏1)(−𝐾𝐾 + 𝑋𝑋) 
+(𝑎𝑎0 + 𝑎𝑎2)(𝑏𝑏0 + 𝑏𝑏2)(−𝐾𝐾 + 𝑋𝑋2) 
+(𝑎𝑎1 + 𝑎𝑎2)(𝑏𝑏1 + 𝑏𝑏2)(−𝐾𝐾 + 𝑋𝑋3) 
+(𝑎𝑎0 + 𝑎𝑎1 + 𝑎𝑎2)(𝑏𝑏0 + 𝑏𝑏1 + 𝑏𝑏2)𝐾𝐾 

 

The multiplication number has changed from nine to six, where K = X2, and it make 
multiplier more efficient. Moreover, the formula uses to construct for the multipliers for n = 5, 
6, and 7, where the result of the big O function can be seen in [3]. The results are more efficient 
than the previous multiplier. But Montgomery called it the division-free formula, because it was 
very hard to construct for each multiplier, particularly for n = 7. 

3 Method 

3.1 Algorithm of NAYK 

Algorithm of NAYK [14] integrate the methods of development of GKA and the exhaustive 
search algorithm above, where both are mutually supportive of each other. The development of 
GKA serves to identify some joint products into a solution and which would not be the solution 
in equation C. This method reduce the number of multiplication in D matrix, then automatically 
it will cut down of the rows of the D matrix. In addition to this algorithm, not all possible 
combinations that appeared to be calculated, but through proper identification, just only a few 
equation needs to be solved. Hence this algorithm can reduce amount of equation to be solved, 
and also make it more faster. Here is how the NAYK Algorithm works. 

 

1. Determine the value of n 
2. Create a C' matrix 
3. Find the (best) solution for c’(n-2), c’(n-1), and c’(n) 
4. Identify the elements that are the solution in C' from points 2 and 3 (this is called the 

C’_solution1 matrix) 
5. Identify the elements that are not the solution in C' (this is called the C'_resolution 

matrix) 



 

 

 

 

6. Create a D matrix 
7. Create a new D matrix by means of 

D_new = D - (C’_solution1 + C’_solution) 
8. Choose the combination of elements from the elements of the C‘_solution1 matrix 

and the new D_ matrix to be the solution to the equation c‘(i), i = 0, 1, 2, ..., n-1. 
9. For each combination of elements selected then match with c‘(i), for a particular i, 

with i = 0, 1, 2, ..., n-1. 
10. Select the solution with O (n) ≤ n ^ log2 (3). 

4 Result and Discussion 

In this section, we will describe the results obtained on the steps in the above methods and 
discuss them one by one. Then the results will be compared with existing research. 

4.1 Improving Formula better than Paar Algorithm in GF(2n) 

This will show how to construct the formula better than Paar algorithm. 

 

𝑐𝑐0′ = 𝑎𝑎0𝑏𝑏0 
𝑐𝑐1′ = 𝑎𝑎0𝑏𝑏1 + 𝑎𝑎1𝑏𝑏0 
𝑐𝑐2′ = 𝑎𝑎0𝑏𝑏2 + 𝑎𝑎1𝑏𝑏1 + 𝑎𝑎2𝑏𝑏0 
𝑐𝑐3′ = 𝑎𝑎0𝑏𝑏3 + 𝑎𝑎1𝑏𝑏2 + 𝑎𝑎2𝑏𝑏1 + 𝑎𝑎3𝑏𝑏0 
⋮ 
𝑐𝑐𝑚𝑚−1
′ = 𝑎𝑎0𝑏𝑏𝑚𝑚−1 + 𝑎𝑎1𝑏𝑏𝑚𝑚−2 + ⋯+ 𝑎𝑎𝑚𝑚−2𝑏𝑏1 + 𝑎𝑎𝑚𝑚−1𝑏𝑏0 
𝑐𝑐𝑚𝑚′ = 𝑎𝑎1𝑏𝑏𝑚𝑚−1 + 𝑎𝑎2𝑏𝑏𝑚𝑚−2 + ⋯+ 𝑎𝑎𝑚𝑚−2𝑏𝑏2 + 𝑎𝑎𝑚𝑚−1𝑏𝑏1 
⋮ 
𝑐𝑐2𝑚𝑚−4
′ = 𝑎𝑎𝑚𝑚−3𝑏𝑏𝑚𝑚−1 + 𝑎𝑎𝑚𝑚−2𝑏𝑏𝑚𝑚−2 + 𝑎𝑎𝑚𝑚−1𝑏𝑏𝑚𝑚−3 
𝑐𝑐2𝑚𝑚−3
′ = 𝑎𝑎𝑚𝑚−2𝑏𝑏𝑚𝑚−1 + 𝑎𝑎𝑚𝑚−1𝑏𝑏𝑚𝑚−2 

                       𝑐𝑐2𝑚𝑚−2
′ = 𝑎𝑎𝑚𝑚−1𝑏𝑏𝑚𝑚−1  

 

or it can write as follows 

 

𝑐𝑐0′ = 𝑎𝑎0𝑏𝑏0 
𝑐𝑐1′ = (𝑎𝑎0𝑏𝑏1 + 𝑎𝑎1𝑏𝑏0) 
𝑐𝑐2′ = (𝑎𝑎0𝑏𝑏2 + 𝑎𝑎2𝑏𝑏0) + 𝑎𝑎1𝑏𝑏1 
𝑐𝑐3′ = (𝑎𝑎0𝑏𝑏3 + 𝑎𝑎3𝑏𝑏0) + (𝑎𝑎1𝑏𝑏2 + 𝑎𝑎2𝑏𝑏1) 
⋮

 

 



 

 

 

 

If m-1 is odd, then 

 

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )( )

1 0 1 1 0 1 2 2 1 2 1 / 2 2 / 2 1

1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2

2 2

m m m m m m m m m

m m m m m m m m m

m m

c a b a b a b a b a b a b

c a b a b a b a b a b a b

a b

− − − − − − −

− − − − − + + −

′ = + + + + + +

′ = + + + + + +

+



  

 

If m-1 is even, then 

 

( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )( )

( )
( )

1 0 1 1 0 1 2 2 1 3 2 1 2 1 2 3 2

1 2 1 2

1 1 1 1 2 2 2 2 1 2 1 2 1 2 1 2

2 4 3 1 1 3 2 2

2 3 2 1 1 2

2 2 1 1

m m m m m m m m m

m m

m m m m m m m m m

m m m m m m m

m m m m m

m m m

c a b a b a b a b a b a b

a b

c a b a b a b a b a b a b

c a b a b a b

c a b a b
c a b

− − − − − − + + −

− −

− − − − − + + −

− − − − − − −

− − − − −

− − −

′ = + + + + + +

+

′ = + + + + + +

′ = + +

′ = +

′ =






 

 

Suppose  

 

i i ia b D=  and ( )( ) ,i j i j i ja a b b D+ + = , 

 

then  

 

( )( )

( )
,

,

i j i j i j i j i i j j

i j i j

i j i j

a b a b a a b b a b a b

D D D

D D D

+ = + + − −

= − −

= − +

 

 



 

 

 

 

Then it can be written as follows 

 

( )
( ) ( )

0 0

1 0,1 0 1

2 0,2 1 0 2

3 0,3 1,2 0 3 1 2

c D
c D D D

c D D D D

c D D D D D D

′ =
′ = − −

′ = + − +

′ = + − + − +



 

 

If 1 {1,3,5,...},m − ∈  then 

 

( ) ( )
( )

( ) ( ) ( ) ( )

( ) ( )( )

1 0, 1 1, 2 2 1, / 2 0 1 1 2

2 1 / 2

1, 1 2, 2 / 2 1 1 2 22 2, 2 2

2 2 2 2

m m m m m m m

m m

m m m m m mm m

m m

c D D D D D D D

D D

c D D D D D D D D

D D

− − − − − −

−

− − − −− +

− +

′ = + + + − + − +

− − +

′ = + + + + − + − + −

− +





 



 

 

If 1 {2,4,6,...},m − ∈  then 

 

 

 

 

( ) ( ) ( ) ( ) ( )

( ) ( )( )
( ) ( ) ( ) ( )

( ) ( )( )

( )
( )

1 0, 1 1, 2 0 1 1 23 2, 1 2 1 2

3 2 1 2

1, 1 2, 2 1 1 2 21 2, 1 2

1 2 1 2

2 4 3, 1 2 3 1

2 3 2, 1 2 1

2 2 1      

m m m m mm m m

m m

m m m m mm m

m m

m m m m m m

m m m m m

m m

c D D D D D D D D

D D

c D D D D D D D

D D

c D D D D

c D D D
c D

− − − − −− + −

− +

− − − −− +

− +

− − − − − −

− − − − −

− −

′ = + + + + − + − + −

− +

′ = + + + − + − + −

− +

′ = + − +

′ = − +

′ =

 

 



                                                                                                                           



 

 

 

 

  

In another form it can be written as follows 

 

For 𝑚𝑚− 1 ∈ {1,3,5, . . . }, then 

 

𝐷𝐷𝑝𝑝0,𝑝𝑝1 + 𝐷𝐷𝑝𝑝2,𝑝𝑝3 + ⋯+ 𝐷𝐷𝑝𝑝𝑚𝑚−2,𝑝𝑝𝑚𝑚−1 = 𝐷𝐷𝑝𝑝(0),𝑝𝑝(1)…,𝑝𝑝(𝑚𝑚−1) − �𝐷𝐷𝑝𝑝𝑗𝑗,𝑝𝑝𝑘𝑘
𝑘𝑘−𝑗𝑗≠1
0≤𝑗𝑗<𝑘𝑘≤𝑚𝑚−1

,

 
 

where 

 

𝑝𝑝𝑗𝑗 < 𝑝𝑝𝑗𝑗+1; 𝑝𝑝(0) < 𝑝𝑝(1) < ⋯ < 𝑝𝑝(𝑚𝑚−1); 𝑝𝑝𝑗𝑗 < 𝑝𝑝𝑘𝑘  dan 𝑝𝑝𝑗𝑗 , 𝑝𝑝𝑘𝑘 ∈ ℕ+ ∀ 0 ≤ 𝑗𝑗 < 𝑘𝑘 ≤ 𝑚𝑚 − 1 

 

For 1 {2,4,6,...},m − ∈  then 

 

0 1 2 3 2 1 (0) (1) ( 1)

1

, , , , , , ( )
01

0 1

,
m m m j k

m

p p p p p p p p p p p p s
sk j

j k m

D D D D D D
− − −

−

=− ≠
≤ < ≤ −

+ + + = − −∑ ∑  

 

where 

 

𝑝𝑝𝑗𝑗 < 𝑝𝑝𝑗𝑗+1; 𝑝𝑝(0) < 𝑝𝑝(1) < ⋯ < 𝑝𝑝(𝑚𝑚−1); 𝑝𝑝𝑗𝑗 < 𝑝𝑝𝑘𝑘  dan 𝑝𝑝𝑗𝑗 , 𝑝𝑝𝑘𝑘 ∈ ℕ+ ∀ 0 ≤ 𝑗𝑗 < 𝑘𝑘 ≤ 𝑚𝑚 − 1 

 

4.2 Algorithm of Brute Force Search for Multiplier in Finite Field 

To solve efficient multiplier from the above equation, this research use algorithm of Brute 
Force Search to find the best solution for the formula n = 8. It is easy to follow the all steps of 
this algorithm from previous researcher, which is explained in [14]. 



 

 

 

 

 

With combining of improving algorithm of Paar and brute force search, then it can result 
of multiplier in finite field GF(2^8) as follows. 

 

c'(4) = D(013467)+D(0367)+D(1467)+D(01)+D(34)+D(67) 

c'(5) = D(013467)+D(012456)+D(1347)+D(0367)+D(0245)+D(124)+D(04)+D(26) 

           +D(37)+D(56) 

c'(6) = D(012456)+D(0245)+D(1246)+D(01)+D(56) 

c'(7) = D(013467)+D(0346)+D(1347)+ D(01)+ D(25)+D(6,7)  

 

for i = 1 to 3, the c'(i) is the same equation with the original, and for another c'(i), it can find 
easily with the theorem of reflection in the NAYK algorithm [14]. 

5 Conclusion 

NAYK algorithm makes it possible to find a solution for the equation C with the number 

of multiplications slightly, where the upper bound is 
log(3,2)( )O n n≤ . 
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