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Abstract. The number of natural disasters in Indonesia is very high frequency. However,
the data collected based on natural disasters has complex structures. One of the efforts to
make prevention design is grouping the areas of natural disasters based on their similarities.
The proposed methods are k-means to cluster areas and Geographical Information System
(GIS) to improve visualization of yielded clusters. This result showed that the best cluster
was seven clusters based on root mean square standard deviation (RMSD). Although k-
means obtained the best number of clusters, however, it was difficult to present the clusters
of natural disaster areas in a map. Therefore, the GIS method can be a useful tool to
improve the visualization of k-means.
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1 Introduction

Indonesia is one of the countries with a very high frequency of disasters caused by either
natural factors or human factors. A disaster is an event that threatens and disrupts people's lives,
resulting in the k of human lives, environmental damage, loss of property, and the psychological
impact. A natural disaster is any catastrophic event that is caused by nature, such as earthquakes,
volcanic eruptions, floods, hurricanes, and landslides. United Nations Office for Disaster Risk
Reduction  (UNISDR) published that Indonesia has a very high risk
of disaster [1].

We need the effort to take precautions so that casualties and damage in terms of materials
as well as in the environment can be minimized. One of the efforts is determining disaster-prone
areas. However, these efforts have not been maximal because the determination of the area was
only based on the potential damage of the regions, and also the data released has not provided
detailed information about the kinds of high-potential natural disasters of these areas.

In order to maximize the handling and prevention of disasters in Indonesia, this study aimed
to predict group/cluster of areas and map the risk areas based on the number of natural disasters
occur. One of the grouping methods proposed in this study is the k-means method. The
advantage of the k-means method is the ability to cluster the data that are large and have very
fast outliers [2]. This method uses a similarity measure to classify the object. This similarity can
be translated into the concept of distance. Two objects are said to be similar if the distance
between the two objects is closed. The higher the value of the distance, the higher the value of
dissimilarity [3].
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The algorithm of k-means can be summarized by selecting the closest distance to the center,
followed by calculating a new center based on the grouping. This is done until there is no change
of group members [4]. After the grouping results obtained, then the next step is the
determination of the best groups by using Roots means square deviation methods (RMSD) [5].
It is required to get optimum grouping. Optimum grouping result is obtained if the group is not
overlapping with each other [3].

Although k-means can analyze data well, this method is not able to provide detailed
information related to disaster-prone areas. To overcome this drawback, optimum grouping
yielded by k-means then is applied to the Geographical Information System (GIS) to map the
types of disasters that are used as an identifier variable of a disaster area. GIS method is a
computer-based information system used to process and store data or geographic information.
This software was chosen because it can gather information quickly and easily to access, the
data can be accessed and without space and time [6]. The results of the merger of k-means and
GIS will produce the clustering and mapping of the types of disasters optimally so that the
specific disaster-prone areas in Indonesia could be easily identified [7].

2 Method

2.1 Data

The data used in this research is the data of natural disasters that occurred in 362
districts in Indonesia in 2016. The types of natural disasters used as an identifier variable are
landslides, floods, flash floods, earthquakes, tidal waves of the sea, wind quail/typhoons,
volcanic eruptions, and forest fires. The data source of this natural disaster is issued by [8].

2.2 k-Means Algorithm

k-means are included in partitioning clustering which means as every single data must be

included in a particular cluster and enable each data included in the particular cluster in a stage
of the process, at a later stage switch to another cluster [9]. k-means separating the data into k
separated areas, where Kk is a positive integer [10]. Two objects are said to be similar if the
distance between the two objects closes [11]. The higher the value of the distance, the higher
the value of dissimilarity [12]. Below are the steps of the k-means algorithm:

1. Determine the initial cluster centroids.

2. Calculate the distance to the cluster centroids using Euclidean distance.

3. Determine distance with a center cluster with the use equation (1) euclidean distance.

D) :\/(Xli _le)2 + (Xy _ij)2 F ot (X _ij)z 1)

where D is a distance of data i to center of cluster j , xy is data point i in attribute
data k and xj is centroid j in attribute k.

4. Cluster data, the smaller the distance of cluster centroid, the higher the similarity of the
data.

5. Determine new cluster centroids, with the calculation as shown on equation (2).
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6. Do all steps until the result is convergent [13].

7. Calculate roots mean square deviation (RMSD) to measure the differences between
population and sample values predicted by a model or an estimator and the values
actually observed. The RMSD represents the sample standard deviation of equation (3)

RMSD(6) =MSE(6) = E((0—06)?) ®)

the differences between predicted values and observed values these individual differences
are called residuals when the calculation is performed over the data sample that was used for
estimation and are called prediction errors when computed out of sample [5]. The RMSD is a
good measure of accuracy, but only to compare forecasting errors of different models for a
particular variable and not between variables, as it is scale-dependent [14].

2.3 Mapping with GIS

GIS is a computer-based information system used to process and store data or
geographic information [6]. According to [15] most of the data will be handled in GIS spatial
data, geographic data-oriented. According to [16] This data has a specific coordinate system as
a reference base and has two different important parts from other data, that is location
information (spatial) and descriptive information (attributes) which is described below: The
location information (spatial), corresponds to a coordinate either geographic coordinates
(latitude and longitude) or the XYZ coordinates, including datum and projection information.
Descriptive information (attributes) or non-spatial information, is a location that has some
information related to it. The examples are types of vegetation, population, area, zip code, etc.
[17].

3 Result and Discussion

The first procedure of the k-means algorithm begins with determining the number of
clusters, then determines the center of groups randomly, and then find the distance to each data
center, and determine of the members of clusters based on the minimum distance between the
center and data points [9]. In this study, the number of groups was set as 3, 4, 5 6, and 7. The
result of clustering with 3 clusters was gained by 5 iterations. The clustering process was
repeated with 4 clusters and gained as much as 4 to 10 iterations. Clustering was repeated again
with 5 clusters and gained as much as 5 to 8 iterations. The clustering process was repeated with
6 clusters obtained up to 5 iterations and the last clustering process was repeated with 7 iterations
obtained 7 clusters. After clusters were obtained, then proceed with finding the value of RMSD
of each number of clusters to determine where the optimum number of clusters. According to
[5] cluster validation study used is RMSD, concluding that RMSD is done to calculate the
differences in all grouping results, the two RMSDs are used to see normalized and



decomposition pairs of similarity matrices to determine the top Eigen and the third optimum
grouping is determined by the lowest RMSD. Based on the research in Table 1 we can see that
the smallest value of RMSD is 0.96 happened when the number cluster was 7 so that the
optimum group was obtained.

Table 1. RMSD Values. The RMSD value for cluster.

Number of clusters RMSD
1.39
1.28
1.12
1.06
0.96
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The number of members for each cluster can be seen in Table 2. It can be considered that
the smallest group is Cluster 4 and Cluster 6 with one district followed by Cluster 2, Cluster 3,
and Cluster 5 with the number of members respectively 4, 6, and 9 districts. Conversely, Cluster
1 has the highest number of members which is 61 districts followed by Cluster 7 which has 280
districts. This variance indicates that the characteristics and the frequency of natural disasters
of each cluster are heterogeneous.

Table 2. Clusters. The cluster of natural disaster-prone areas.

Number of clusters ~ Number of districts  Percentage

1 61 16.85
2 4 1.10
3 6 1.65
4 1 0.28
5 9 2.49
6 1 0.28
7 280 77.35
Total 362 100.00

After obtaining the optimum number of the cluster with k-means, the mapping of disaster-
prone areas using the GIS application was applied. It was used since the k-means method was
not able to display the natural disaster regions in a biplot display. The combination of the
k-means grouping and the GIS mapping were expected to provide useful information and
simplify the interpretation of the research findings. The results of this study are in line with the
research conducted by [5], their research concluded that k-means is capable of rapidly grouping
areas with ecological and environmental conditions similar to large data. The area identified
using remote sensing so that it was clearly seen areas that had different ecological conditions
and environments.

The mapping of natural disaster according to the regional clusters can be seen in Figure 1.
Each cluster was given a unique code of color which is different from others. The relationship
between the mean value and the natural disaster districts can be well interpreted showed in Table
3 and Figure 1.



Table 3. Clusters. The cluster of natural disaster-prone areas.

Mean scores of each cluster

Variables T > 3 7 = 5 >
Flood 529 675 150 21 489 28 115
Flood and landslide 019 100 0.00 1 089 0 018
High water wave and abrasion 0.13 0.00 0.17 2 022 0 0.03
Earthquake 0.05 0.00 0.00 0 0.00 0 0.06
Forest Fire 0.15 0.00 21.67 0 0.00 0 013
Explosive mountain 0.00 0.00 0.00 0 0.00 0 0.03
Whirling wind 426 1975 0.67 50 4.89 1 086
Landslide 257 2625 417 26 19.89 13  0.45
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Fig. 1. Map of Indonesia‘s natural disaster in 2016.

Based on Table 3 and Figure 1, it can be seen that Cluster 1 is very prone to the flood,
whirling wind, and landslide since it has the highest number of disasters compared to the others.
Conversely, the number of abrasions, earthquakes, and forest fires is lower than in other groups.

Cluster 2 is very prone to flood and landslide based on the number of disasters, which is
more significant than other clusters. However, the whirling wind should be on alert since its
number is the second-highest among the groups. Cluster 3 is very prone to an earthquake
because the number of disasters is higher than in others. However, the tidal wave/abrasion and
landslide disaster must also be monitored due to the number of those natural disasters is high in
this group. The areas in this group have never experienced a catastrophic eruption of volcanic
eruptions, floods, landslides and earthquakes.

Cluster 4 can be an area where the number of natural disasters can be categorized as
moderate because the number of natural disaster events is not the highest and not the lowest
among other clusters. However, the floods, the whirlwind/hurricane and the drought should be
put on alert for this group. Cluster 5 must be aware of flood, flood and landslide, tidal/abrasion,
forest/land fire, and landslide due to the number of incidents that occurred in 2016, but the
earthquake and volcanic eruption never occurred in this Cluster.



Cluster 6 is the riskiest areas affected by floods and landslides because the number of
disasters in this group is very high. But for other natural disasters did not occur during the year
2016. Cluster 7 is the riskiest area of earthquakes and volcanic eruptions due to the number of
disasters in this Group which is very high. But for other natural disasters, they are just simply
put on alert due to the number of natural disaster events is low compared with those of other
groups.

4  Conclusion

This research has applied k-means and GIS in grouping and mapping disaster-prone areas
based on the districts that have happened in Indonesia. The use of k-means is based on 8 types
of disasters that are used as characteristic variables. The result of grouping with the k-means
method was obtained by 7 clusters as the optimum group with the smallest RMSD value from
the other group. Based on the average value of every cluster for each variable, it can be
concluded that the most frequent natural disasters in almost all clusters of areas are floods,
followed by whirling wind and landslides. Forest fire, flood and landslide disasters, tidal
waves/abrasion occur in moderate category except in areas of Cluster 7 which is categorized as
low. On the other hand, the flood occurred most frequently in the area of Cluster 6. The highest
number of whirling winds is in Cluster 4. The interesting fact from the findings of this study is
that although the accuracy of the clustering results can be given by k-means this method is not
able to map the conflict-prone types according to the type of disaster. This deficiency can be
overcome by applying GIS to the result of k-means. The GIS has featured a map of the district's
group that exacerbates the risk of natural disasters. The GIS application can be used as a tool to
improve grouping by using k-means. A combination of k-means and GIS can help interpret the
characteristics of Indonesia’s natural disasters.
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