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Abstract. The aim of this study is to utilize the Natural Language Processing (NLP) 

technology, one of them is in the form of a chatbot. Chatbot has the ability to answer the 

questions as a conversational search engine. The methods that used on chatbot’s machine 

are Multinomial Naïve Bayes (MNB) with TF-IDF vectorization to classify the intent, and 

Rapid Automatic Keywords Extraction (RAKE) to classify the entity. The methods are 

implemented for thaharah (purify) law as one of Muslim's daily life that cannot be 

separated from Islamic law. It is important for Muslims to know the thaharah law. The 

experiments of the methods against chatbot have used a total of 132 data trains and 44 data 

tests. Results represented by the Confusion Matrix showed the implementation of methods 

has the overall accuracy 97% with an average precision 90% and recall 97%, which means 

MNB and RAKE can give the answer well. 

Keywords: Chatbot, Multinomial Naïve Bayes, Natural Language Processing, Rapid 

Automatic Keywords Extraction, Thaharah, Text Mining 

1   Introduction 

Today, in the Industrial 4.0 era, Artificial Intelligent (AI) is utilized in many sectors and case 

studies for making human activities easier and more efficient. AI is a technology that make 

computer more intelligent [1]–[3], not only for computing, but also for predicting, detecting, 

recognizing, analyzing, and doing activities likes humans do. So that AI capable and reliable to 

solve many case in health [4]–[6], economic and bussiness that common called with Bussiness 

Intelligent [7], [8], games [9]–[11], education [10], [12], [13], robotics [14], and common AI 

technology is combined with internet that popular with Internet of Things (IoT) terms [15], [16]. 

Moreover, for language processing, there is a specific technique in AI that called Natural 

Language Processing (NLP). NLP is a process for analyze and discover the insight knowledge 

of data that containing the language, such as text data and speech data [17]–[19]. NLP is a field 

of AI that studies communication between computers and humans through natural language 

[20],  where one form of NLP application is chatbot.  
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The ability of chatbot to answer question (question answering) with natural language can 

be used as a conversational search engine, that is, search engines with conversational language. 

From the Figure 1, in generally, to analyze the questions from a user, the chatbot identifies the 

intent and entity of questions first. Intent on chatbot is the purpose that the user wants to know. 

Whereas, entity represents the specific context of the intent. For example, when a user enters 

the question "Where is the building A?", The intent or what is meant by the user is "location" 

while the entity or specific context is "location of building A". The conversational ability of 

search engines on chatbots should also allow back-and-forth communication or back and forth 

communication between users and bots. Back-and-forth communication in question is the return 

question given by the chatbot to get more specific questions from the user. However, from the 

results of a literature study conducted in several previous studies, the chatbot designed has not 

been able to back-and-forth communication. 

 

 

Fig. 1 Work flow of chatbot in quetion answering system 

In common and many research NLP with text data is combine with Text Mining technique 

and also Machine Learning (ML) inside. ML that is also an AI approach that is widely used to 

imitate human behavior in solving problems or doing automation [21], [22]. However, ML can 

process the various data type, either structured data, semi-structured data, or unstructured data. 

Text is unstructured data that usually process with specific approach that called Text Mining, 

where can implement the ML technique in the mining phase. Chatbot with text data type has 

been proven better as question answering system using ML with similarity approach than 

without ML, moreover with the accuracy of the answer around 90% [23]. Many ML algorithm 

that can be used either for unsupervised learning (clusterisation), supervised learning 

(classification) or semi-supervised learning (clustering combined with classification). However, 

for this research classification is suitable method. Classification is the method in ML that is used 

to classify data objects as one of the categories (classes) that have been previously defined [20], 

[22]. Classification is used by machines to sort objects based on certain characteristics, as 

humans try to distinguish objects from one another.  

From many algorithm for classification, Naive Bayes is the basic and commonly used. The 

Naive Bayes algorithm uses probability and statistical methods found by scientists named 

Thomas Bayes in the 18th century. Naive Bayes algorithm works more optimally than other 

algorithms [24]. In addition, the Naive Bayes algorithm achieved better accuracy results than 

the Support Vector Machine algorithm [25]. There are several classification models from Naive 

Bayes, including Multinomial Naive Bayes (MNB) and Multivariate Bernouli Naive Bayes 

(MBNB) . In the previous study, MNB algorithm for classification can handle large amounts of 

vocabulary quite well as so that the MNB algorithm can be used on the chatbot engine to identify 

the intent of the question entered [26]. Whereas to identify entities, chatbot machines can use 

other ML approaches, including the Keyword extraction method. Based on previous research, 



 

 

 

 

the Rapid Automatic Keyword Extraction (RAKE) works faster than other keyword extractions, 

such as TextRank [27]. 

Several related research about chatbot, among others: (1) Designing a chatbot Application 

Information on Bandung Tourism Objects with a Natural Language Processing Approach [28]. 

In this study the development of a chatbot application for information on tourism objects in the 

city of Bandung was carried out. The aim is to make it easier for visitors to find the information 

needed, namely information about the address of tourist attractions; (2) Designing a chatbot 

Student Information Center Using Artifical Intelligence Markup Language (AIML) as a Web-

Based Virtual Assistant [29]. This study aims to build a chatbot that has the goal of being a 

Virtual Assistant that provides information to students through data stored on the system that 

contains information about informatics engineering courses and the addition of new knowledge 

if stored data is not found; (3) Analysis and Design of Chatbot Reminder Interaction with User-

Centered Design [30]; (4) An Arabic Question Classification Method Based on New Taxonomy 

and Continuous Distributed Representation of Words [31]. The system under study provides 

precise answers to questions that are formulated in natural languages for Arabic; (5) A Hindi 

Question Answering (QA) System using Machine Learning Approach [23]. This study discusses 

the implementation of the Hindi QA system which was developed using a Machine Learning 

approach. 

Chatbot technology using NLP and ML approach that explained above will be 

implemented for thaharah (purify) as one of Islamic law. Indonesia is a country with the 

majority of the people are Muslim. Muslims in their daily lives cannot be separated from Islamic 

law, one of which is in the context of thaharah. In language, the word thaharah comes from the 

word "thahara-yathuru-thaharatan" which means to purify [1]. The law of thaharah is 

obligatory, and not valid if it is not in accordance with the Shari'a of the Qur'an and the Sunnah. 

There are many media that provide information about thaharah such as formal books, tutorial 

videos, articles and so on. But nowadays, technologies that support computers are acting 

smarter, including AI. So that NLP as one of AI technology is utilized to provide information 

to Muslims about thaharah using chatbot. Therefore, from the explanation and previous reseach 

above, this research aims to build chatbot for thaharah using MNB and RAKE algorithm as ML 

algorithm and part of NLP and AI technology. 

2   Methodology  

2.1 Waterfall Software Development Life Cycle 

The method used in this research (that described in the Figure 2) has main activities based 

on Waterfall Software Development Life Cycle (SDLC). Waterfall SDLC is used not only for 

rigid or critical system, but also for simple system that all of requirements have been clearly 

defined [32], [33]. Activities of Waterfall SDLC among others: Requirement elicitation, 

Analysis, Design, Implementation, Testing, Deployment, and Maintenance. In this research all 

of Waterfall SDLC is conducted and adapted to the need to build chatbots for thaharah. Such 

as in the Requirement elicitation phase is done collecting data and knowledge with scraping 

mobile application and studying the documents that related with Islamic Law for thaharah. 

Then, in Analysis and Design phase is analyzed, elaborated, and modeled the functional 

requirement of the system using structured software modeling. Structured software modeling 

that used is Data Flow Diagram (DFD). For implementation phase is used Python language 



 

 

 

 

programming for implementing NLP process, MNB, and RAKE. For the Testing phase has two 

scenarios, which is blackbox testing to evaluate the functionality of the chatbot, and evaluation 

texting for the performance of chatbot (MNB and RAKE) with calculate the Precision, Recall, 

and Accuracy value. Then, the result of testing evaluation is represented using Confusion 

Matrix. Last, for Deployment, the system can be accessed online, and Maintenance phase is 

flexible if there is new question and knowledge that is inputed into chatbot. 

 

 

Fig. 2 Work flow of chatbot in quetion answering system  

Scraping Mobile Aplication for collecting data about thaharah from “Kitab Fikih Imam 

Syafi’i” application that developed by Ely’s Studio. While, collecting data from books that 

related with Fiqh Islam especially thaharah, among others: (1) “125 Masalah Thaharah”, that  

discuss the common problems of thaharah by an expert that often faced by his interpreters in 

this book, so that the majority of data is taken from this book [34]; (2) “Fiqih Taharah” is one 

of special book because the author is a scholar who has been recognized for the author’s 



 

 

 

 

expertise in the Islamic world, both fiqh, aqeedah and others [35]; and (3) “Ilmu Fiqih 

(Safinatunnaja) Berikut Penjelasannya” that contain translation the book of Safinatunnaja, and 

this book is widely studied everywhere, both in Islamic boarding schools, majlis ta'lim (islamic 

studies), and the mosques [36]. 

In the Implementation phase, to build the chatbot there are several text pre-processing that 

conducted before running MNB and RAKE algorithm. Text data is unstructured data that must 

be transformed into structured data, so that the text pre-processing is an importan phase to get 

good result [37], [38]. Text pre-processing means to prepare initial text data that is still various 

to be used as regular data that can be subjected to or applied by several existing text mining 

methods [39]. Those text pre-processing process among others: (1) Tokenizing, tokenization 

process is useful for breaking every sentence from all knowledge documents into terms by using 

tab delimiters and space characters [40], [41]; (2) Case Folding, which is a step that changes all 

the letters in the document into letters of uniform size, usually lowercase letters [42]; (3) 

Filtering and Stopwords Removal, which is removing all of the stopwords (unimportant words 

or words that do not store meaning) that frequently appear in document and will affect the 

quality of result [43]; then (4) Stemming process, which is stemming process is useful to change 

a word into its basis so that will increase the quality of result [44]. 

 

2.2 Multinomial Naive Bayes (MNB) 

 

MNB assumes independence between the appearance of words in a document, regardless 

of the word order and context of information in sentences or documents in general. In addition, 

this method takes into account the number of occurrences of words in the document [45]. The 

multinomial model takes into account the frequency of each word that appears in the document. 

For example there are documents d and sets of classes c. To calculate the class from the 

document d, it can be calculated using the formula (1) [46]. While, prior probability from class 

c is calculated using formula (2). Then, in statistics, smoothing additives, also called laplacian 

smoothing, or lidstone smoothing, are techniques used to smooth categorical data is used to find 

the probability of the nth word is determined using the laplacian smoothing technique (formula 

(3)). 

 

P(c|term dokumen d)  =  P(c) x P(t1 |c) x P(t2 |c) x . . . x P(tn |c) (1) 

 

Where,  

P(c) = prior probability from class c 

tn = the nth of word in documen d 

P(c|term dokumen d) = probability of document will be classified in class c 

P(tn |c) = Probability the nth word that found as class c 

 

�(�) =
��

�
 (2) 

Where,  

Nc = total class c from all of documents 

N = total documents 
 

�(�� | �)  =  �����(�� � �) +  1 /  �����(�) + | | (3) 

Where, 

�����(�� � �) = total of term tn which is found in all of training data and classified as class c 



 

 

 

 

�����(�) = total of terms in all of training data that classified as class c 

V = total of all terms in training data 

 

2.3 Rapid Automatic Keyword Extraction (RAKE) 

 

Keyword extraction is quite important in text mining applications. Generally, there are two 

approaches used in the keyword extraction algorithm model, which is supervised learning that 

requires training data and unsupervised learning that does not require training data. The 

unsupervised learning approach is divided into 4 categories, namely graph-based ranking, topic-

based, simultaneous learning and language modeling [47]. RAKE algorithm is one of methods 

that use unsupervised learning approaches. In the keyword extraction process, RAKE uses 

stoplist to get a list of candidate keywords from a document. Then the candidate-keywords score 

is calculated using graph-based ranking. First, RAKE will be counted word frequency (freq(w)), 

word degree (deg(w), and keyword score with formula (4). 

!"#$�%& '��%" =  &"(($) / )%"*($) (4) 

2.4 Term Frequency – Inverse Document Frequency (TF-IDF) 

 

The TF-IDF method is a method for calculating the weight of each word that is most 

commonly used in information retrieval. This method is also known to be efficient, easy and 

has accurate results [48]. The Term Frequency-Inverse Document Frequency (TF-IDF) method 

is a method of giving the weight of a term to a document. This TF-IDF is a statistical measure 

used to evaluate how important a word is in a document or in a group of words. For a single 

document each sentence is considered a document. The frequency of occurrence of words in the 

given document shows how important the word is in the document [49], [50]. At Term 

Frequency (TF), there are several types of formulas that can be used, namely [51]: binary tf; raw 

tf, logaritpic tf; and normalization tf. In this research uses mormalization tf with formula (5). 

Whereas, IDF can be counted using ormula (6). Thus the general formula for TF-IDF is a 

combination of the raw tf calculation formula with the idf formula, by multiplying the tf value 

by the idf value such as formula (7) and (8) [52]. Based on the IDF formula, regardless of the 

value of tfij, if D = dfj, the result will be 0 (zero) for the calculation of IDF. For that it can add 

a value of 1 on the idf side, so the calculation of the weight becomes as formula (9) [52]. 

�) = 0.5 + 0.5 � (�)/ max �)) (5) 

.&)/ =  0�( ( 1 / &)/  ) (6) 

Where,  

D = total documents in the database 

dfj = total documents that containing term tj  

$./ =  �)./ � .&)/ (7) 

$./ = �)./ � log(
4

567
) (8) 

Where,  

wij = weight of term tj to di  

tfj = appearance total of term tj in document di  

$./ = �)./ � log(
4

567
) + 1 (9) 



 

 

 

 

 

2.5 Confusion Matrix 

 

Confusion Matrix is a method commonly used for calculating accuracy. In testing the 

accuracy of the search results will be evaluated the value of recall, precision, accuracy, and error 

rate [50], [53], [54]. Where precision evaluates the system's ability to find the most relevant 

ranks, and is defined as the percentage of documents that are interpreted and are truly relevant 

to the query. Recall evaluates the system's ability to find all relevant items from a document 

collection and is defined as the percentage of documents relevant to the query. Accuracy is a 

comparison of cases that are correctly identified by the total number of cases and an error rate 

is a case that is identified incorrectly by the number of cases.  

 

3  Results and Discussions 

3.1   Requirement Elicitation, Analysis, and Design of Chatbot 

 

The result of requirement elicitation process is the collection of questions, and each 

question labels or class and answer that related with the question. Total of question is 176 

questions with 6 label or class that described in Table 1 (the label is presented in Indonesian 

Language and the term in the Islamic law of purification). An an explanation in Section 2.1, the 

data collection is collected from scraping mobile application and books that related with tharah 

law.  

 

Table. 1 Total Data Collection for Thaharah Chatbot 

 

 

 

 

 

Label Total Question and Answer Data 
Wudhu (Ablution) 31 
Tayammum 24 
Darah Wanita (Women Blood) 28 
Air dan Najis (Water and Unclean) 61 
Mandi (Bath) 17 
Istinja  15 



 

 

 

 

 

Fig. 3 Wcontext Diagram of Chatbot 

Figure 3 presents Context Diagram that described the functionality of chatbot generally. 

Based on the analysis result, the functional requirements of chatbot among others: (1) chatbot 

can read data from database; (2) chatbot can recieve input from users; (3) chatbot can show the 

information and instruction for use; (4) chatbot provide citation of hadith that related with 

thaharah randomly; (5) chatbot provides optional question if user question is not available in 

database but has the same label or class; (6) chatbot can answer the question from user if the 

question available in database or exacly same with the classification result; (7) chatbot can give 

error message if can not find the answer of user question; (8) chatbot can show the evaluation 

of accuracy, precission, and recall value of MNB and RAKE algorithm that presented using 

Confusion Matrix. While, the non-functional requiremnets of chatbot among others: the chatbot 

is a web-based application that build using Flash and the time limit for chatbot to answer the 

question is 15 second. Then, for the analysis of MNB and RAKE that implemented in the chatbot 

is described in Figure 4 and will be explained more with the example in Section 3.1.  

 

 
 

Fig. 4  Process of Implementation of NLP, MNB algorithm, and RAKE algorithm in the 

chatbot 



 

 

 

 

3.2    Implementation of Multinomial Naive Bayes and Rapid Automatic Keyword      

Extraction 

 

Based on Figure 4, the implementation of MNB and RAKE for thaharah chatbot is begin 

from conduct text pre-processing (among others: tokenizing, case folding, and stopword 

removal, in this research is not conducted the  stemming process in accordance with the chatbot 

need), count TF-IDF, count the possible word using Lampacian Smooting, classify the question 

using MNB algorithm, and the las extract the keyword to get related answer based on the class 

or label prediction using RAKE algorithm. The illustration of those process is conducted with 

the example dataset that available in Table 2 (present in Indonesian language). While, Table 3 

shows the result of text preprocessing, begin from tokenizing that separating the word, case 

folding that make words in uniform size, stopword removal and punctuation. 

Table. 2 Example of Question Dataset 

Label Question 

Wudhu Apa yang dapat membatalkan wudhu? (What can cancel ablution?) 

Wudhu Bagaimana whudu jika terkena tinta? (How is the ablution affected by ink?) 

Wudhu Bolehkah wudhu telanjang? (Can ablution be naked?) 

Tayammum Apa saja rukun tayammum? (What are the pillars of tayammum?) 

Tayammum Apa sebab disyariatkannya tayammum? (What is the reason for tayammum?) 

 

The result of text pre-processing is a structured representation of text data that can be 

processed computionally in the next process [55]. Therefore, the resul of text preprocessing 

from Table 3 is calculated the value of the TF-IDF using formula in the Section 2.4. Table 4 

shows the calculation result of TF-IDF, while Table 5 shows the comparison of vector value of 

each words before and after TF-IDF calculation. The vector value of each words of features will 

be calculated in MNB algorithm begin Laplacian smooting using formula (3). And the result of 

MNB algorithm is available in Table 6. 

Table. 3 Example of Text Pre-processing Result 

Document ID Words or Features 

Doc 1 <membatalkan, wudhu> 

Doc 2 <wudhu, terkena, tinta> 

Doc 3 <wudhu, telanjang> 

Doc 4 <rukun, tayammum> 

Doc 5 <disyariatkannya, tayammum> 

 



 

 

 

 

Table. 4 TF-IDF Calculation Result from the Example of Table 3 

Words 

TF Value using Normalzation 
IDF 

Value +1 
TF x IDF Value 

Doc 

1 

Doc 

2 

Doc 

3 

Doc 

4 

Doc 

5 

Log 

(N/DF)+1 

Doc 

1 

Doc 

2 

Doc 

3 

Doc 

4 

Doc 

5 

disyariatkannya 0 0 0 0 1/2 1.6999 0 0 0 0 0.85 

membatalkan 1/2 0 0 0 0 1.699 0.85 0 0 0 0 

rukun 0 0 0 1/2 0 1.699 0 0 0 0.85 0 

tayammum 0 0 0 1/2 1/2 1.349 0 0 0 0.67 0.67 

telanjang 0 0 1/2 0 0 1.699 0 0 0.85 0 0 

terkena 0 1/3 0 0 0 1.699 0 0.57 0 0 0 

Tinta 0 1/3 0 0 0 1.699 0 0.57 0 0 0 

wudhu 1/2 1/3 1/2 0 0 1.233 0.62 0.41 0.62 0 0 

 

Table. 5 Comparison of Vector Value Before and After TF-IDF Value from the Example of Table 3 

Words 

Before TF-IDF Calculation After TF-IFD Calculation 

Doc 

1 

Doc 

2 

Doc 

3 

Doc 

4 

Doc 

5 

Doc 

1 

Doc 

2 

Doc 

3 

Doc 

4 

Doc 

5 

disyariatkannya 0 0 0 0 1 0 0 0 0 0.85 

membatalkan 1 0 0 0 0 0.85 0 0 0 0 

rukun 0 0 0 1 0 0 0 0 0.85 0 

tayammum 0 0 0 1 1 0 0 0 0.67 0.67 

telanjang 0 0 1 0 0 0 0 0.85 0 0 

terkena 0 1 0 0 0 0 0.57 0 0 0 

tinta 0 1 0 0 0 0 0.57 0 0 0 

wudhu 1 1 1 0 0 0.62 0.41 0.62 0 0 

 

Laplacian smoothing isused for counting the possible word from the new data againts with 

the data that available in database. For example, if given a new question "Debu apa yang bisa 

digunakan tayammum? (What dust can be used for tayammum?)", then it will be determined 

including what label the question is. Based on the example data from Table 3 the possible word 

is [disyariatkannya, membatalkan, rukun, tayammum, telanjang, terkena, tinta, wudhu] and the 

total weight of the TF-IDF possible words is 8 The probability that sentence including ablution 

is 0.0003072, while the probability of the question itself is 0.0006869. With the same process 

of text pre-processing, the question "Debu apa yang bisa digunakan tayammum?" is continued 

with Laplacian smoothing calculation, with the result of text preprocessing and Laplacan 

smoothing available in Table 6. Then, all of the probability of words is multiplied using formula 

(1). Therefore, based on the calculation of MNB algorithm, the question “Debu apa yang bisa 

digunakan tayammum?” is classified as ”Tayammum”. 



 

 

 

 

Table. 6  The Result of Laplacian Smoothing and MN Algorithm of “Debu apa yang bisa digunakan 

tayammum” 

Word P(Word | Wudhu) P(Word | Tayammum) 

debu (0+1)/(4,473+(1x8)) = 0,080 (0+1)/(3,046+(1x8)) = 0,090 

digunakan (0+1)/(3,008+(1x8)) = 0,080 (0+1)/(3,046+(1x8)) = 0,090 

tayammum (0+1)/(3,008+(1x8)) = 0,080 (1.348+1)/(3,046+(1x8))= 0.212 

P(debu, digunakan, tayammum | Wudhu) = P(debu | Wudhu) x P(digunakan|Wudhu) x 

P(Tayammum | Wudhu) x       P(Wudhu) = 0.0003072 

P(debu, digunakan, tayammum | Tayammum) = P(debu | Tayammum) x P(digunakan| 

Tayammum) x P(Tayammum | Tayammum) x       P(Tayammum) = 0.0006869 

 

RAKE algorithm is used as another technique to extract keywords from document 

automatically, in this case keyword from new question that inputed in chatbot. If the question is 

unclassiified, then RAKE algorithm will be extracted the related keywords and show the 

optional questions that similar with new question. For example, if there is new question 

“Bagaimana hukumnya buang air besar di sebuah toilet yang menghadap kiblat? (How is the 

law to defecate in a toilet facing the Qibla?)”, then do the text pre-processing, the each word 

will be represented with co-occurance graph keywods. Actually, co-occurrence graph is the 

same as TF-IDF matrix with one extra count of each word that appears in a phrase. Next, with 

formula (4) every keywords will be counted. The highest keyword score means that the keyword 

related or similar, and chatbot will show the optional question that related with it. In this 

example, the highest keyword scrore is “hukumnya buang air” with keyword score 9.0 from 

deg(w) of each word is 3, and freq(w) of each word is 1. 

 

3.3   Implementation of Thaharah Chatbot using MNB and RAKE Algorithm 

 

Implementation of thaharah chatbot is conducted using Ubuntu 16.04 LTS 32-bit 

Operating System with Phython 3.5.2 programming language. Figure 5 show the design of 

chatbot user interface and its implementation.  

 

  
 

Fig. 5 User interface Design of Chatbot and Its Implementation 



 

 

 

 

3.4  Testing and Evaluation Result 

 

As an explanation in Section 2.1., this research using blackbox testing to make sure all of 

the functionality of chatbot run well and confusin matrix to evaluate the performance of MNB 

and RAKE algorithm. Based on the blackbox testing result, all of functions of chatbot had run 

in accordance with an expected result. It means in quality, thaharah chatbot had met the quality 

factor of functionality and correctness [32], [56]. Whereas, the testing of Multinomial Naïve 

Bayes classification method is done using cross validation technique, by partitioning existing 

data into 2 groups into training data and testing data from total 176 data. Testing with the number 

of training data as many as 132 questions, data testing as many as 44 questions and labels as 

many as 6 produce confusion matrix as presented using Confusion Matrix in Table 7.  

Table. 7 Confusion Matrix of Prediction Result 

Label 
Prediction Result 

Air dan Najis Darah Wanita Istinja Mandi Tayammum Wudhu 

Air dan Najis  16 0 0 0 0 0 

Darah Wanita  0 7 0 0 0 0 

Istinja 0 0 3 0 0 0 

Mandi  0 0 0 4 0 0 

Tayammum 2 0 0 0 4 0 

Wudhu  2 0 0 0 0 6 

 

Table. 8 Precison, Recall, and Accuracy Value 

Evaluation 
Label Average 

Air dan Najis Darah Wanita Istinja Mandi Tayammum Wudhu 

Pecision  80% 100% 100% 100% 100% 100% 97% 

Recall  100% 100% 100% 100% 67% 75% 90% 

 

Table. 9  Evaluation Result of RAKE Algorithm 

Question Extracted Keywords Keyword Score 

Apa itu air mutlak? (Is that absolute water?) 'air mutlak' 4.0 

Bagaimana cara memandikan jenazah? (How do 

you bathe the body?) 

'memandikan jenazah' 4.0 

Apakah ada pembagian hukum air selain dari 

kesuciannya? (Is there a legal distribution of water 

aside from its purity?) 

'pembagian hukum air'  9.0 

'kesuciannya' 1.0 

Bolehkah istijmar menggunakan kotoran binatang? 

(Can the istijmar use animal manure?) 

'istijmar'  1.0 

'kotoran binatang' 4.0 

Apa saja indikator kenajisan dalam air? (What are 

the indicators of impurity in water?) 

'indikator kenajisan'  4.0 

'air' 1.0 

 

In the confusion matrix in Table 7, the number of data testing from each real label is the 

number of numbers in each row. While the amount of data predicted in each label, is the number 

of numbers in each column. Numbers with bold numbers are questions that are predicted with 

labels that are not suitable so that they are not predicted correctly. While bold numbers are just 



 

 

 

 

the number of questions whose labels are predicted correctly. For example, on the line 

"tayammum" and the column "tayammum" shows the number 4, meaning there are 4 questions 

about tayammum are predicted as tayammum, so the questions are predicted correctly. Whereas 

in the "tayammum" line and the "air dan najis" column shows the number 2, meaning that 2 

questions about tayammum are predicted as air dan najis, so the questions are not predicted 

correctly. Then, using recall, precision, and accuracy formula [50], [53], [54], it was gotten the 

accuracy values around 90%, with 97% of precision value and 90% of recall value (available in 

Table 8). While, for RAKE algorithm, there are 5 example question that used as an input data. 

From those testing showed that RAKE algorithm had been run well in extracting the keyword 

based on the calculation of keyword score (described in Table 9). 

In testing the classification method, a training process was carried out with a total of 6 

labels and a total amount of 176 data. The results of the tests showed that the average label 

produced Precision by 97%, Recall at 90% and Overall Accuracy by 90%. The resulting 

accuracy value is certainly influenced by various things, including data complexity, the amount 

of training data on each label and also influenced by how the model studies the data provided. 

And in the machine learning model, the more data the better the ability of the model to predict 

the label or class of each given case. 

 

5   Conclusions 

The implementation of the MNB algorithm in the chatbot's intent classifier has been 

successfully carried out by managing existing data in the form of a list of questions along with 

a label on each question. List questions are used to train the model in predicting the label of 

each question entered by the user when using the chatbot. On user questions, text preprocessing 

is done. Then, the question was changed to the TF-IDF vector and entered into the MNB 

calculation process using the lapling smoothing technique to predict the label. After the label is 

predicted, the label is entered into the chatbot's entity recognizer. RAKE algorithm in the 

chatbot's entity recognizer has also been successfully performed. RAKE is used to extract 

keywords from user questions. The extraction process begins with taking words based on the 

stopword position as keywords, then the keyword with the highest score is selected. The 

keyword is checked in the list of entities labeled the same as the predicted label. If the keyword 

is in exactly one entity then the entity is a question that is used by the user. If the keywords are 

in more than one entity, they are returned to the user as a question option. If the entity matches 

the user's question, the chatbot will send the answer. If it doesn't match, the chatbot will display 

an unregistered question notification. Based on the evaluatin using confusion matrix, MNB that 

combine with RAKE have accuracy quite good that reach percentage around 90%. 
In further works, an additional amount of data can be made to improve model knowledge. To 

improve the quality of the extraction of keywords, you can use the Part-Of-Speech Tagging or POS 

Tagging method to retrieve keywords based on the type of words such as nouns or nouns and verbs or 

verbs. In addition to POS Tagging, other methods can be used such as the TextRank method from Google. 

And to improve the quality of the accuracy of the classification model, other techniques can be used such 

as K-Fold validation. Then, for a variety of further research, the Deep Learning approach can also be used. 
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