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Abstract. In order to prepare planned and unplanned needs in the future, investments must 

be made. In investing, an investor is faced with the problem of determining the number of 

assets and the proportion of optimal capital in each asset in building an investment 

portfolio. This problem is called the portfolio optimization problem. In building a portfolio, 

diversification is required, i.e. combining different characteristics of assets with the aim of 

reducing investment risk. Clustering can be used as a diversification strategy. The aim of 

this study is to investigate asset diversification strategy on portfolio using DBSCAN and 

to select assets and determine the optimal capital proportion of each asset that builds the 

portfolio using the metaheuristic algorithm M-CABC. DBSCAN is a density-based 

clustering algorithm designed to form clusters and find noise in arbitrarily shaped data. M-

CABC algorithm is a development of the Artificial Bee Colony (ABC) algorithm by adding 

statistical covariance concepts to accelerate convergence. The assets used in the study are 

stocks. The implementation is carried out with three different methods: optimization 

without DBSCAN, optimization with DBSCAN but without noise, and optimization with 

DBSCAN including noise. The result shows that the size of the proportions of stocks with 

negative mean returns had an effect on the selection of methods used to obtain the portfolio 

which carries the least risk. 
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1   Introduction 

One of the choices for preparing planned and unplanned needs in the future is through 

investments. An investment is the employment of funds with the aim of achieving additional 

income or growth [1]. The benefits of investing are to improve welfare in the future, help reduce 

inflation pressure, and create profits from sustainable investment instruments [2]. In investing, 

an investor not only invests in one asset, but also invests in a variety of assets. A collection of 

assets where the composition is the result of a series of planned or unplanned decisions is called 

a portfolio [3].  

In investing, an investor is faced with the problem of determining the number of assets and 

the proportion of optimal capital in each asset in building an investment portfolio. This problem 

is called the portfolio optimization problem [3]. In building a portfolio, diversification is 

required, i.e. combining different characteristics of assets with the aim of reducing investment 

risk [4]. One strategy for diversification is clustering [5].  
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There are various types of clustering methods: K-means Clustering [6], Mean Shift 

Clustering [7], Expectation-Maximization (EM) Clustering using Gaussian Mixture Models 

(GMM) [8], Agglomerative Hierarchical Clustering [9], Density Based Spatial Clustering of 

Applications with Noise (DBSCAN) [10], and so on. DBSCAN is used as a diversification 

strategy when assets with similar characteristics to each other are in the same cluster so that the 

selection of assets from different clusters will form a diversified portfolio. DBSCAN is a 

density-based type clustering method which is designed to discover clusters and noises in an 

arbitrarily shaped database. 

To solve the portfolio optimization problem, a metaheuristic algorithm is used. The 

following are various metaheuristic algorithms that have been used to solve the portfolio 

optimization problem: Pareto-Ant Colony Optimization (P-ACO) with Integer Linear 

Programming (ILP) [11], Multi-objective Genetic Algorithm [12], Particle Swarm Optimization 

(PSO) [13], Artificial Bee Colony (ABC) [14], and Multi-objective Co-variance Based Artificial 

Bee Colony (M-CABC) [15]. The M-CABC algorithm is a development of the Artificial Bee 

Colony algorithm [18], where the M-CABC algorithm is used to select assets and determine the 

optimal capital proportion of each asset that builds the portfolio.  

The portfolio optimization problem in this paper uses portfolio optimization model 

proposed by Deb, Steuer, Tewari, & Tewari in  [16], [17] with DBSCAN as a diversification 

strategy and the M-CABC algorithm to solve portfolio optimization problems. The portfolio 

optimization is carried out with three different cases of methods: optimization without 

DBSCAN, optimization with DBSCAN but without noise, and optimization with DBSCAN 

including noise. The assets used in this paper are stocks. The results obtained are focused on the 

portfolio which carries the least amount of risk. 

2   Literature Review 

In this section, we will discuss the Portfolio Optimization Model, Density Based Spatial 

Clustering of Applications with Noise, and Multi-objective Co-variance Based Artificial Bee 

Colony Algorithm. 

 

2.1   Portfolio Optimization Model 

 

The portfolio optimization model in this paper is by Deb, Steuer, Tewari, & Tewari in [17]. 

If there are n available assets and xi is the fraction of the capital dedicated to ith asset then the 

portfolio optimization model is as on Eqs. (1) – (6): 

 

minimize f1�x� = ∑ ∑ xiσijxj
n
j=i

n
i=1 ,         (1) 

 

maximize f2�x� =  ∑ rixi
n
i=1 ,       `    (2) 

 

subject to 

 
∑ xi

n
i=1  = 1,             (3) 

 

∀ i ∈ �1,…,n�     xi ≥ 0,            (4) 

 



 

 

 

 

∀ i∈�1,…,n�     xi = 0 or α ≤ xi ≤ β,       (5) 

 

dnz = ∑ y
i

n
i=1 ,    y

i
= �1,   if (xi > 0)

0,   if (xi = 0)
,        (6) 

dmin ≤ dnz ≤ dmax, 

 

where f1 is the variance of the return of the portfolio, σij is the correlation between the ith and jth 

assets, f2 is the expected return of the portfolio, ri is the mean return of ith asset, α is the lower 

bound of the capital proportion for every asset, β is the upper bound of the capital proportion 

for every asset, dnz is  the number of assets invested in a portfolio, dmin is the minimum number 

of assets invested in a portfolio, and dmax is the maximum number of assets invested in a 

portfolio. Eq. (3) ensures the total proportion of capital in a portfolio is equal to 1, Eq. (4) ensures 

there is no negative investment, Eq. (5) limits the proportion of capital on each asset, and Eq. 

(6) limits the number of assets invested in a portfolio. 

 

2.2   Density Based Spatial Clustering of Applications with Noise (DBSCAN) 

 

DBSCAN is a density-based type clustering method which is designed to discover clusters 

and noises in an arbitrarily shaped database. The main idea is for each point of a cluster, the 

neighborhood around that point with a certain radius (Eps) must at least contain a minimum 

number of points (MinPts) [10]. DBSCAN requires two parameter values in order to work: 

1. Epsilon (Eps): The maximum distance between a point and another point to form a 

cluster. If the distance between the two points is less than or equal to Eps, the two 

points are said to be neighbors. 

2. Minimum Points (MinPts): The minimum number of points that must exist in the area 

around a point to form a cluster. 

To determine the threshold value of parameter Eps and MinPts, use the sorted k-dist plot 

discussed in [10]. The DBSCAN algorithm is as follows: 

 

DBSCAN Algorithm. 

Input: Data, Eps, MinPts 

  
1. Repeat step 2 - 4 until all points already a member of a 

cluster or noise 

2. Select a point in the data set 

3. Find Eps-neighborhood of the selected point 

4. If the number of members of the selected point 

Eps-neighborhood less than MinPts 

then label the point as noise 

else expand the cluster 

Output: Clustered data and noises 

 

 

 

2.3   Multi-objectice Co-variance Based Artificial Bee Colony (M-CABC) Algorithm  



 

 

 

 

 

The M-CABC algorithm uses statistical covariance concept with the aim of accelerating 

the convergence of solutions and obtaining more precise solutions. It is designed by Kumar & 

Mishra in [15] and is used to solve the portfolio optimization problem. There are four phases in 

M-CABC algorithm: the initialization phase, the employed bee phase, the onlooker bee phase, 

and the scout bee phase. 

Every evolutionary multi-objective optimizer has two phases: (i) determining the non-

dominated rank of one solution over another and (ii) generating a population from the best (non-

dominated) parent solution [15]. In the M-CABC algorithm, NSGA-2 [18] is used for 

calculating the non-dominated rank of any solution and for generating the non-dominated fronts 

F1, F2, …, Fn. The general M-CABC algorithm is as follows: 

 

M-CABC Algorithm. 

Input: d (number of stocks), mx (maximum number of iterations) 

  
1. Initialization Phase  

2. Perform Non-dominated Sorting on Pg using NSGA-2 and build 

non-dominated fronts F1,F2,…,Fn 

3. Repeat step 3.1 - 3.7 until g < mx  
3.1. Employed bee phase  

3.2. Onlooker bee phase 

3.3. Scout bee phase 

3.4. g = g + 1 
3.5. hive= {solution from employed bee phase ∪ solution from 

onlooker bee phase} 

3.6. Perform Non-dominated Sorting on hive using NSGA-2 and 

build non-dominated fronts F1,F2,…,Fn 

3.7. Pg is best e solutions from hive 

4. Return F1 

Output: P'(Pareto-optimal set) 

 

Further discussion of each phase on M-CABC algorithm can be seen in the following sub 

sections (2.4.1 – 2.4.4).  

 

2.4.1   Initialization Phase 

 

Set the parameters needed in the employed bee, onlooker bee, and scout bee phases with 

Eqs. (7) – (12) as follows: 

 

bee hive size = d*10,        (7) 

 

e = bee hive size/2,         (8) 

 

o = bee hive size/2,          (9) 



 

 

 

 

 

limit = d*10,       (10) 

 

g = 0,        (11) 

 

σ = 0,5,         (12) 

 

where bee hive size is the number of bees in the hive, e is the number of employed bees, o is the 

number of onlooker bees, limit is the iteration limit for scout bees where if there is a bee that 

does not improve a solution for d*10 iterations then the solution is re-initialized, g shows the 

generation of bees, and σ is a magnitude control which is used for controlling the nearness and 

farness of a child solution from its parent. The initialization phase algorithm is as follows: 

 

Initialization Phase Algorithm. 

1. Set the parameters with Eqs. (7) – (12) 

2. Generate initial population Pg of size e 

3. Clean the initial population Pg 

 

Cleaning Algorithm. 

Input: Unconstrained portfolio P = (p
1
,p

2
,…,p

n
), dmin, dmax, α, β 

  
1. Calculate nz % number of stocks invested in the portfolio 

2. If nz < dmin, make an investment on other nz < dmin stocks where no 
investment has been made with the proportion of capital determined 

based on random values [0,1] and set nz = dmin 
3. If nz > dmax, the investment in nz - dmax number of stocks is eliminated 

and set nz = dmax  
4. For each stock i ∈ �1,…,n�, if p

i
 < α, then p

i
 = α 

5. For each stock i ∈  �1,…,n�, if p
i

 > β, then p
i

 = β 
6. Ensure the total proportion of capital in a portfolio is equal to 

1 

6.1. vti = 0 
6.2. For each stock i ∈ �1,…,n�, vti = vti + p

i
 

6.3. raf = 1 - �nz∙α� 
6.4. For each stock i ∈ {1,…,n}, if p

i
≠0,  p

i
 = α + 
 p

i

vti
×raf� 

Output: Cleaned portfolio which satisfies all constraints 

 

 

 

 

 

2.4.2   Employed Bee Phase 

 

In the employed bee phase, each solution of the population is updated. The employed bee 

phase algorithm is as follows: 



 

 

 

 

 

Employed Bee Phase Algorithm. 

1. Set the parameters 

1.1. γ is random number, γ ∈ �-1,1� 
1.2. ω is random number, ω ∈[0,1] 

2. Repeat step 2.1 - 2.7 for each �th employed bee Xi = 
�x1i,x2i,…,xdi�,  i=1,2,…,e  
2.1. Choose any random solution Xj and any solution Xk = 

�xk1,xk2,…,xkd� from front F1 
2.2. Determine a random dimension (dm) to be updated 

2.3. Xi
old = Xi 

2.4. dfn = xdmi -xdm
j
 % distance from any random employed bee in the 

search space 

2.5. dfb = bdm-xdmi  % distance of employed bee from any solution Xk 

from F1 

2.6. xdm
i  = xdmi +γ∙dfn+ω∙dfb 

2.7. Xi= Pareto optimal selection (Xi
old,Xi) 

3. Clean the updated solutions 

 

Pareto Optimal Selection Algorithm. 

Input: Two solutions Xi
old=(x1

iold,x2
iold,…,xd

iold) and Xi=(x1
i,x2

i,…,xd
i) 

  

1. If 
∀ j ∈ �1,…,k� fj�Xiold� ≤ fj�Xi�� and (∃ j ∈ �1,…,k� fj�Xiold� < fj(Xi)) 
%solution Xi

old is as good as Xi for all k objectives function and 

solution Xi
old is strictly better than Xi for at least one 

objective 

then return Xi
old 

else return Xi 

Output: O*  

 

2.4.3   Onlooker Bee Phase 

 

In the onlooker bee phase, new solutions were formed from previously formed fronts 

F1, F2, …, Fn. The onlooker bee phase algorithm is as follows. 

 

 

 

 

 

 

Onlooker Bee Phase Algorithm. 



 

 

 

 

1. Repeat step 1.1 - 1.5 for each front Fj, 1 ≤ j ≤ �log
2
o� 

1.1. Calculate C, B, and D for the front Fj 

1.2. Calculate m, the mean of solutions on front Fj 

1.3. nof = ⌈e/2 ⌉  % front Fj contains nof onlooker bees 
1.4. e = e-nof % remaining onlooker bees for the next Fronts 
1.5. Repeat step 1.5.1 - 1.5.2 for each ith onlooker bee Si, i ∈ 

�1,…,nof� 
1.5.1. Obtain a random vector rd×1, ri ∈ �0,1� 
1.5.2. Si = m+σBDr % the new solution 

2. Clean the formed solutions  

 

To calculate Cd×d which is a covariance matrix from the selected front (Fj) and m=(x�1, 

x�2,…, x�d), use Eqs. (13) and (14) respectively. 

∀ i,j ∈ �1, 2,…,d�,  Ci,j= 
1

N-1
∑ (N

k=1 xik-x�i)(xjk-x�j),     (13) 

 

∀ i ∈ �1, 2,…,d�,  x�i= 1

N
∑ xij

N
j=1 .     (14) 

 

To obtain Bd×d and Dd×d, decompose Cd×d into Bd×d and Dd×d where Bd×d is a diagonal 

matrix which contains the eigenvalue of matrix Cd×d and Bd×d is a matrix whose columns are 

eigenvectors corresponding to eigenvalues of matrix Cd×d. 

 

2.4.4   Scout Bee Phase 

 

In the scout bee phase, if there are solutions that cannot be updated after the number of 

iterations reaches limit, reinitialize the solution.  

3   The Proposed Method 

This paper proposed the implementation of Density Based Spatial Clustering of 

Applications with Noise (DBSCAN) and the Multi-objective Co-variance Based Artificial Bee 

Colony (M-CABC) algorithm on solving the portfolio optimization problem. DBSCAN is used 

as the diversification strategy to reduce investment risk. The clustering results from DBSCAN 

are used as input in M-CABC algorithm. The M-CABC algorithm itself is used to select assets 

and determine the optimal capital proportion of each asset that builds the portfolio. The results 

obtained are focused on the portfolio which carries the least amount of risk. The portfolio 

optimization is carried out with three different case of methods which will be discussed on 

section 3.2. 

3.1   Data Sets 

 

The data used in this paper is taken from OR-Library [19]. There are five stock portfolio 

data used: port1 consists of 31 stocks, port2 consists of 85 stocks, port3 consists of 89 stocks, 

port4 consists of 98 stocks, and port5 consists of 225 stocks. Each data consists of the mean 

return and standard deviation of each stock and the correlation value between the stocks. 



 

 

 

 

Each data used in this paper has its own characteristics which are distinguished by the 

negative mean return proportions/percentages of stocks. The proportions of stocks with negative 

mean return for each data is shown on Table 1. 

Table 1.  Proportion of Stocks with Negative Mean Return 

 

3.2   Case of Methods 

 

In this paper, the portfolio optimization is carried out with three different case of methods 

to see the effect of clustering with DBSCAN on stock portfolio optimization results with the M-

CABC algorithm. The three case of methods are as follows:  

1. Stock portfolio optimization without DBSCAN.  

2. Stock portfolio optimization with DBSCAN but without noise. The noise resulting 

from the clustering process is not used in the optimization process. 

3. Stock portfolio optimization with DBSCAN including noise (noise which has mean 

return value above the average of mean return of related data) which added into the 

cluster with the largest members. This is because cluster with the largest members has 

the largest cluster weight. So, by adding noise in that cluster, it is expected that the 

impact of noise can provide a positive influence on the performance of the resulting 

portfolio. 

 

3.3   Parameter Values 

 

The threshold values of the parameter MinPts and Eps used for DBSCAN along with the 

number of clusters produced for each data in this paper are shown on Table 2.  

Table 2.  The values MinPts, Eps, and Number of Clusters 

Data MinPts Eps Number of 

Clusters 

port1 3 0.0026 2 

port2 3 0.0035 2 

port3 4 0.0020 2 

port4 4 0.0019 2 

port5 3 0.0015 2 

 

In Table 2, the DBSCAN result for data port1 with MinPts = 3 and Eps = 0.0026 gives 2 

clusters, data port2 with MinPts = 3 and Eps = 0.0035 gives 2 clusters, etc. 

 port1 port2 port3 port4 port5 

 

Proportion 

0% 

(0 of 31 

stocks) 

23.5% 

(20 of 85 

stocks) 

4.49% 

(3 of 89 

stocks) 

8.16% 

(8 of 98 

stocks) 

78.6% 

(177 of 225 

stocks) 



 

 

 

 

 

The parameter values for M-CABC algorithm are different depend on the used data and the 

method. The parameter values for stock portfolio optimization without DBSCAN are shown in 

Table 3. 

 

Table 3.  The Parameter Values for Stock Portfolio Optimization without DBSCAN  

No. Parameter Value Information 

1. [dmin, dmax] [10,20] For port1  

2. [dmin, dmax] [25,35] For port2, port3, dan port4 

3. [dmin, dmax] �55,65] For port5  

 

In Table 3, parameter [dmin = 10, dmax =2 0] is used for data port1 in stock portfolio optimization 

without DBSCAN, etc. 

 

The parameter values for stock portfolio optimization with DBSCAN but without noise and 

stock portfolio optimization with DBSCAN including noise are different for each cluster of each 

data. The calculation of parameter values is in the following formula on Eqs. (15) and (16). 

 

dmini = !1

3
×dci",         (15) 

 

dmaxi = !2

3
×dci",       (16) 

 

where dmini is the minimum number of stocks taken from cluster-i, dmaxi is the maximum 

number of stocks taken from cluster-i, and dci is the number of stocks in cluster-i. 

4   Experimental Result 

Three experiments were conducted on port1, port2, port3, port4, and port5 for each case of 

methods.  The selection of portfolio optimization methods from three different case of methods 

for each data is based on the least risk resulted in the worst-case scenario, that is the average 

risk value of three portfolio with the largest risk from all three experiments. The average results 

of stock portfolio optimization of the three different cases of methods for data port1, port2, 

port3, port4, and port5 are shown on Tables 4 – 8 respectively.  

  



 

 

 

 

Table 4.  The Average Results of Stock Portfolio Optimization from 3 Experiments on port1  

 

In Table 4, the optimization results of data port1, the average results of stock portfolio 

optimization with the least risk in the worst-case scenario is obtained using stock portfolio 

optimization with DBSCAN but without noise, whereas in the best-case scenario, it is obtained 

using stock portfolio optimization without DBSCAN. However, this case of method yields the 

most risk on the worst-case scenario. 

Table 5.  The Average Results of Stock Portfolio Optimization from 3 Experiments on port2  

Optimization 

Case of Method 

Worst Best 

Risk Return Risk Return 

Without 

DBSCAN 
0.002796855 0.009734295 0.000210545 0.002708512 

With DBSCAN 

But Without 

Noise 

0.001548451 0.006862043 0.000267542 0.002265645 

With DBSCAN 

Including Noise 
0.001473559 0.008453718 0.000251448 0.002925431 

 
Table 6.  The Average Results of Stock Portfolio Optimization from 3 Experiments on port3  

Optimization 

Case of Method 

Worst Best 

Risk Return Risk Return 

Without 

DBSCAN 
0.001511064 0.008195912 0.000264476 0.003567766 

With DBSCAN 

But Without 

Noise 

0.000962329 0.005357208 0.000328674 0.003609678 

With DBSCAN 

Including Noise 
0.001373189 0.007650561 0.000331136 0.003887761 

 

Optimization 

Case of Method 

Worst Best 

Risk Return Risk Return 

Without 

DBSCAN 
0.004722971 0.010813541 0.000822717 0.00414575 

With DBSCAN 

But Without 

Noise 

0.001674622 0.005388993 0.001371028 0.004976016 

With DBSCAN 

Including Noise 
0.003822064 0.009524985 0.001029114 0.00464483 



 

 

 

 

Table 7.  The Average Results of Stock Portfolio Optimization from 3 Experiments on port4  

Optimization 

Case of Method 

Worst Best 

Risk Return Risk Return 

Without 

DBSCAN 

0.002972171 0.008665696 0.000192577 0.00304456 

With DBSCAN 

But Without 

Noise 

0.000591093 0.004887653 0.000230718 0.003090582 

With DBSCAN 

Including Noise 

0.001382946 0.007726000 0.000232384 0.003388728 

 

Table 8.  The Average Results of Stock Portfolio Optimization from 3 Experiments on port5  

Optimization 

Case of Method 

Worst Best 

Risk Return Risk Return 

Without 

DBSCAN 

0.001210947 0.00372993 0.000418549 0.001835981 

With DBSCAN 

But Without 

Noise 

0.001660886 0.003037778 0.000577917 -0.000281151 

With DBSCAN 

Including Noise 

0.001231857 0.003234307 0.000468296 0.000621267 

 

From Tables 4 - 8, we have three distinct results. First, on data port1, port3, and port4, 

which have small percentages of stocks with negative mean returns (port1 has 0%, port3 has 

4.49%, and port4 has 8.16%), the average results of stock portfolio optimization with the least 

risk in the worst-case scenario are obtained using stock portfolio optimization with DBSCAN 

but without noise. Second, on port5, which has a large percentage of stocks with negative mean 

returns (port5 has 78.6%), the average results of stock portfolio optimization with the least risk 

in the worst-case scenario is obtained using stock portfolio optimization without DBSCAN. 

Third, on port2, which has a percentage of stocks with negative mean returns between the first 

and second results (port2 has 23.5%), the average results of stock portfolio optimization with 

the least risk in the worst-case scenario is obtained using stock portfolio optimization with 

DBSCAN including noise. 



 

 

 

 

5   Conclusion 

This paper has discussed the implementation of DBSCAN as a diversification strategy and 

the M-CABC algorithm to solve the portfolio optimization problem. The results obtained based 

on parameter values and the data used in this paper are as follows: First, if the data has a small 

percentage of stocks with negative mean returns (3 of 5 used data have 0%, 4.49%, and 8.16% 

respectively), risk-averse investors are recommended to use stock portfolio optimization with 

DBSCAN but without noise method, where the worst-case scenario yields the least risk. Second, 

if the data has a large percentage of stocks with negative mean returns (1 of 5 data used has 

78.6%), risk-averse investors are recommended to use stock portfolio optimization without 

DBSCAN method, where the worst-case scenario yields the least risk. Third, if the data has a 

percentage of stocks with negative mean returns between the first and second results (1 of 5 data 

used has 23.5%), risk-averse investors are recommended to use stock portfolio optimization 

with DBSCAN including noise method, where the worst-case scenario yields the least risk. 
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