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Abstract. Decision support system is an information system that helps decision makers 

in solving unstructured problems. Implementation of method methods in problem solving 

will make the results provided by decision support systems more effective and accurate. 

In this study researchers discussed the implementation of Preference Selection Index in 

producing business actors who will get the People's Business Credit fund. The 

application of the PSI method in this case helps decision makers without having to give 

weight to any criteria on which consideration is given to produce a decision.  
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1 Introduction 

Credit is one of the financing provided by banks to customers who need funding in 

running the business. Different types of loans in a bank, from mortgages, motor vehicle loans, 

credit cards, or people's business loans. Of the many types of credit, which is currently in 

demand by the middle to lower credits in the financing of a business, known as the People's 

Business Credit. KUR is one of many government programs that has been started since 

November 2007. In the implementation of the government in cooperation with several 

Implementing Banks that distribute such credit, such as Bank BRI, Bank Bukopin, Bank BNI 

and Bank Syariah Mandiri. KUR is given by the government to micro, small, medium and 

cooperative business actors or known as UMKMK.  

Distribution of KUR to business actors can be done either directly or indirectly, but 

currently more emphasized on the channeling indirectly. In this type of distribution, micro 

enterprises propose KUR to microfinance institutions and cooperatives in collaboration with 

implementing banks. The number of business actors applying for KUR to a Bank, resulting in 

the slow process by the bank to decide who the micro business actors who get the financing. 

To handle these problems, decision makers use computer-based information systems [1] 

capable of producing output in the form of decisions. This system is known as the decision 

support system[2]–[7] Although the system is capable of producing a decision, in the 

application of decision makers in this case management or managers may not necessarily use 

these results directly. In order for the results provided by the decision support system to be 

more effective, the alternative calculation process uses methods, such as VIKOR[8], 

ELECTRE, PROMETHEE, SAW[4], MOORA, PSI[9][10]. 
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Implementation of decision support system[2] helps in solving many problems such as 

selection of production cycle [11], determination of laser cutting process condition [9]. Heri 

Nurdiyanto in 2016 has also conducted research for priority development of small and 

medium industries in Central Lampung by using AHP. From these results helped the 

Department of Industry and Trade of Central Lampung to do the selection of companies that 

get development assistance from the local government [12]. 

In this study, researchers used Preference Selection Index (PSI) method to determine the 

feasibility of giving KUR to micro business actors. PSI method in the calculation process does 

not require weight, this is because the weight can be raised when the calculation process takes 

place. This distinguishes the PSI method from different methods compared to other SPK 

methods. Khorshidi and Hassani in 2014 have compared [13] the method of Preference 

Selection Index (PSI) with technique method for order preference by similarity to ideal 

solution (TOPSIS), the results of the study found that the calculation resulted by TOPSIS 

method resembles the calculation result with PSI method [14]. 

2 Theory 

2.1 People’s Business Credit 

 

KUR is a financing program provided by the government of the Republic of Indonesia in 

collaboration with banks for Business, Micro, Small, Medium, and Cooperative (MSME) 

entrepreneurs who have feasibility, good business prospects, potential and ability to repay 

loans granted to the government. KUR has been provided by the government since 2007 and 

to date, many business actors are using the credit financing service.  

The government has created a program of empowerment of business, micro, small, 

medium, and cooperatives, namely increasing access to financing sources in banks, 

development of entrepreneurship from business actors, increasing market of UMKMK 

products, reforming UMKMK regulations. 

 

2.2 Decission Support System 

 

Decision Support System is an information system that helps management in generating 

a decision with the help of computers [15]. The results of such a decision as though by using 

methods that are able to compare between one alternative with other alternatives [16]. 

In decision support systems applied methods in decision makers, it is intended that the 

results provided in decision support systems become more effective and accurate. Among the 

methods included in the multicriteria category are Elimination and Choice expressing Reality 

(ELECTRE), Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)[6], 

Analytic Hierarchy Process (AHP), Simple Addictive Weighting SAW), Vlse Kriterijumska 

Optimizacija I Kompromisno Resenje (VIKOR)[17], Preference Selection Index (PSI) [9]. 

 

2.3 Preference Selection Index (PSI) Method 

 

The Preference Selection Index (PSI) method was developed by Maniya and Bhatt in 

2010. The PSI method is used for problem-solving related to multi-criteria in decision making 

(MCDM) [18]. The advantages in using this method, namely decision makers do not need to 



 

define the weight of each criterion used. This is because the weight used for computation has 

been taken or made from the calculation of Preference Selection Index method.  

This method is useful when there is a conflict in determining the relative importance of 

attributes. In the PSI method, the results are obtained with minimal and simple calculations as 

they are based on statistical concepts without attribute weighting[19]. 

The steps in the calculation of Preference Selection Index method[11], as follows: 

1. Identify goals  

In the early stages, all possible alternatives, as well as the selection and size attributes for 

the given application must be identified. 

 

2. Create a decission matrix 

Assume that there is an alternative Ai (i = 1, 2 ..., m) to be evaluated against the selection 

n attribute Cj (j = 1, 2 ..., n). Decision matrix D = xij, i = 1, 2 ..., M; J = 1, 2 ..., N as shown 

below shows the utility rank of alternative Ai with respect to the Cj selection attribute. 

 

Xij=[

𝑥11 𝑥12 …   𝑥1𝑛
𝑟21 𝑟22 …    𝑥2𝑛

⋮
𝑥𝑚1 𝑥𝑚2 …  𝑥𝑚𝑛

]...........................(1) 

 

3. Perform Normalization of Rij 

The normalized decision matrix is constructed using equations (2) and (3). If the 

expectation is greater is better (eg gain), then the performance of the original attribute can be 

normalized as follows: 

𝑅𝑖𝑗 =
𝑥𝑖𝑗

𝑥𝑗max.......................................................(2) 

 

If the smaller the criterion the better, then the cost is categorized, then for the cost criteria 

as follows. 

𝑅𝑖𝑗 =
𝑥𝑗min

𝑥𝑖𝑗
........................................................(3) 

 

4. Determination of the mean value of the normalized matrix 

𝑁 =
1

𝑁
∑ 𝑅𝑖𝑗

𝑚
𝑖=1  ……..………………..............(4) 

 

5. Calculates the value of preference variation 

The value of preference variation (∅j) or each attribute is determined using the following 

equation: 

∅𝑗 = ∑ [𝑅𝑖𝑗−𝑁]𝑚
𝑖=1

2 ............................................. (5) 

 

6. Determine the deviation of preference value 

𝛺𝑗 = 1 − ∅𝑗.................................................. (6) 

 

7. Determine the criteria weight 

𝑤𝑗  = 
𝛺𝑗

∑ 𝛺𝑗
𝑛
𝑗=1

.................................................... (7) 

 

 



 

8. Determination the preference selection index 

 

Ө𝑗 =  ∑ (𝑅𝑖𝑗𝑊𝑗)𝑚
𝑗=1 ........................................ (8) 

 

The alternative that has the largest preference selection index is the best alternative. 

3 Result & Discussion 

In the process of an implementing bank in selecting the eligibility of the people's 

business credit receivers apply the criteria specific criteria, such as Credit Status, Business 

Productivity, Business Condition, Guarantee Value, Long Standing. Credit status is a cost 

criterion, which informs whether the borrower is not receiving credit from any bank, the 

smaller the credit value owned by a proposer the more likely the proposer can pay the 

mortgage credit for the people. Business productivity is a benefit criterion that maps the 

business location, type of business and income/turnover owned by the prospective lender. The 

higher the productivity level of the proposer, the better the value. A business condition is a 

benefit criterion assessed from the side of resources owned by the proposer. This criterion is 

incorporated from human resources, management, equipment, and equipment. KUR on 

submission requires a guarantee. The value of the guarantee is a benefit criterion, which must 

be owned by the proposer. The value of this guarantee can be from home, shophouses, and 

land are calculated from its value. Long-standing, is a benefit criterion where the longer the 

business stands then the better. From the explanation can be seen the required criteria as 

follows: 
Table 1: The Criteria and Type of Criteria 

Criteria Information Type 

C1 Credit Status (Million) Cost 

C2 Business Productivity (Million/month) Benefit 

C3 Business Conditions  Benefit 

C4 The Value of Collateral (Million) Benefit 

C5 Long Standing (Year) Benefit 

 

Table 2: Weighting of Business Contions (C3) 

Information Value 

Very Good 4 

Good 3 

Enough 2 

Less 1 

 
The alternatives used in the calculations consist of five (5) alternatives, namely King 

Burger (A1), Krispy Mushroom (A2), Family Meatballs (A3), Sate Ajo (A4), and Bakso Amat 
(A5). After the criteria are determined, then in table 3 below is a list of alternatives and values 
of each of each criterion. 

 
 
 



 

Table 3: The Alternatives 

Alternative C1 C2 C3 C4 C5 

A1 25 10 Very Good 55 4 

A2 17,5 7,5 Very Good 93 3 

A3 40 13,2 Good 65 5 

A4 10 9,3 Good 70 3 

A5 19,5 11 Enough 80 2 

 

Based on table 2 of the weighting of business conditions as well as alternative table, then 
obtained table 4 which is a table of matching rating between alternatives and criteria. 

Table 4: Rating of alternative matches and criteria 

Alternative C1 C2 C3 C4 C5 

A1 25 10 4 55 4 

A2 17,5 7,5 4 93 3 

A3 40 13,2 3 65 5 

A4 10 9,3 3 70 3 

A5 19,5 11 2 80 2 

 
In the settlement using the Preference Selection Index, after defining the goal to be 

achieved, the next step defines the xij decision matrix. Below is a xij matrix. 

























28021119,5

37039,310

565313,240

39347,517,5

45541025

Xij

 

Then the next step uses equations 2 and 3, normalizing the xij decision matrix. For C1 

because of criterion with Cost type then used equation to 3, while for C2, C3, C4, C5 used 

equation to 2. 

 

𝑋𝑗1
min = [25; 17,5; 40; 10; 19,5] 

𝑋𝑗1
min = 10 

𝑅11 =
𝑋𝑗1

max

X11

=
10

25
= 0,40 

𝑅21 =
𝑋𝑗1

max

X21

=
10

17,5
= 0,57 

𝑅31 =
𝑋𝑗1

max

X31

=
10

40
= 0,25 

𝑅41 =
𝑋𝑗1

max

X41

=
10

10
= 1,00 

𝑅51 =
𝑋𝑗1

max

X51

=
10

19,5
= 0,51 

 



 

𝑋𝑗2
max = [10; 7,5; 13,2; 9,3; 11] 

𝑋𝑗2
max = 13,2 

𝑅12 =
X12

𝑋𝑗2
max =

10

13,2
= 0,76 

𝑅22 =
X22

𝑋𝑗2
max =

7,5

13,2
= 0,57 

𝑅32 =
X32

𝑋𝑗2
max =

13,2

13,2
= 1,00 

𝑅42 =
X42

𝑋𝑗2
max =

9,3

13,2
= 0,70 

𝑅52 =
X52

𝑋𝑗2
max =

11

13,2
= 0.83 

 

𝑋𝑗3
max = [4; 4; 3; 3; 2] 

𝑋𝑗3
max = 4 

𝑅13 =
X13

𝑋𝑗3
max =

4

4
= 1,00 

𝑅23 =
X23

𝑋𝑗3
max =

4

4
= 1,00 

𝑅33 =
X33

𝑋𝑗3
max =

3

4
= 0,75 

𝑅43 =
X43

𝑋𝑗3
max =

3

4
= 0,75 

𝑅53 =
X53

𝑋𝑗3
max =

2

4
= 0,75 

 

𝑋𝑗4
max= [55; 93; 65; 70; 80] 

𝑋𝑗4
max= 93 

𝑅14 =
X14

𝑋𝑗4
max =

55

93
= 0,59 

𝑅24 =
X24

𝑋𝑗4
max =

93

93
= 1,00 

𝑅34 =
X34

𝑋𝑗4
max =

65

93
= 0,70 

𝑅44 =
X44

𝑋𝑗4
max =

70

93
= 0,75 

𝑅54 =
X54

𝑋𝑗4
max =

80

93
= 0,86 

 

 



 

𝑋𝑗5
max = [4; 3; 5; 3; 2] 

𝑋𝑗5
max = 5 

𝑅15 =
X15

𝑋𝑗5
max =

4

5
= 0,80 

𝑅25 =
X25

𝑋𝑗5
max =

3

5
= 0,60 

𝑅35 =
X35

𝑋𝑗5
max =

5

5
= 1,00 

𝑅45 =
X45

𝑋𝑗5
max =

3

5
= 0,60 

𝑅55 =
X55

𝑋𝑗5
max =

2

5
= 0,40 

Then will get a matrix that has been normalized, the matrix Rij as follows. 

























0,400,860,500,830,51

0,600,750,750,701,00

1,000,700,751,000,25

0,601,001,000,570,57

0,800,591,000,760,40

Rij
 

The next step calculates the mean value of each alternative in a normalized matrix using 
equation 4. 

N =  
1

5
 (0,40 + 0,57 + 0,2 + 1 + 0,51) = 0.5468 

N =  
1

5
 (0,76 + 0,57 + 1 + 0,70 + 0,83) = 0.7727 

N =  
1

5
 (1 + 1 + 0,75 + 0,75 + 0,50) = 0.8000 

N =  
1

5
 (0,59 + 1 + 0,70 + 0,75 + 0,86) = 0.7806 

N =  
1

5
 (0,80 + 0,60 + 1 + 0,60 + 0,40) = 0.6800 

Next step, use an equation to 5 to find the variation of preference. 

∅𝑗11= [0.40 − 0.5468]2= 0.0216 

∅𝑗21= [0.57 − 0.5468]2= 0.0006 

∅𝑗31= [0.25 − 0.5468]2= 0.0881 

∅𝑗41= [1.00 − 0.5468]2 = 0.2053 

∅𝑗51= [0.51 − 0.5468]2 = 0.0012 

∅𝑗12= [0.76 − 0.7727]2= 0.0002 

∅𝑗22= [0.57 − 0.7727]2= 0.0418 

∅𝑗32= [1.00 − 0.7727]2= 0.0517 

∅𝑗42= [0.70 − 0.7727]2 = 0.0046 

∅𝑗52= [0.83 − 0.7727]2 = 0.0037 



 

∅𝑗13= [1.00 − 0.8000]2= 0.0400 

∅𝑗23= [1.00 − 0.8000]2= 0.0400 

∅𝑗33= [0.75 − 0.8000]2= 0.0025 

∅𝑗43= [0.75 − 0.8000]2 = 0.0025 

∅𝑗53= [0.50 − 0.8000]2 = 0.0900 

∅𝑗14= [0.59 − 0.7806]2= 0.0358 

∅𝑗24= [1.00 − 0.7806]2= 0.0481 

∅𝑗34= [0.70 − 0.7806]2= 0.0067 

∅𝑗44= [0.75 − 0.7806]2 = 0.0008 

∅𝑗54= [0.86 − 0.7806]2 = 0.0063 

∅𝑗15= [0.80 − 0.6800]2= 0.0144 

∅𝑗25= [0.60 − 0.6800]2= 0.0064 

∅𝑗35= [1.00 − 0.6800]2= 0.1024 

∅𝑗45= [0.60 − 0.6800]2 = 0.0064 

∅𝑗55= [0.40 − 0.6800]2 = 0.0784 

The result of the above calculation, we get the variation of preference variation, as 
follows: 

























0,07840,00630,09000,00370,0012

0,00640,00080,00250,00460,2053

0,10240,00670,00250,05170,0881

0,00640,04810,04000,04180,0006

0,01440,03580,04000,00020,0216

φij

 

 

Then summing the rank results to the matrix ∅𝑖𝑗  

∅𝑗1 = 0,0216+0,0006+0,0881+0,2053+0,0012  

       = 0,3168 

∅𝑗2 = 0,0002+0,0418+0,0517+0,0046+0,0037  

       = 0,1020 

∅𝑗3 = 0,0400 +0,0400+0,0025+0,0025+0,0900  

       = 0,1750 

∅𝑗4 = 0,0358+0,0481+0,0067+0,0008+0,0063  

       = 0,0977 

∅𝑗5 = 0,0144+0,0064+0,1024+0,0064+0,0784  

       = 0,2080 

∅𝑗 = [ 0,3168   0,1020   0,1750   0,0977   0,2080 ]  

The next step calculates the deviation from the preference value using equation 6 

∅𝑗 = [ 0,3168   0,1020   0,1750   0,0977   0,2080 ]  



 

Ω𝑗1= 1 – 0,3168 = 0,6832 

Ω𝑗2= 1 – 0,1020 = 0,8980 

Ω𝑗3= 1 – 0,1750 = 0,8250 

Ω𝑗4= 1 – 0,0977 = 0,9023 

Ω𝑗5= 1 – 0,2080 = 0,7920 

After calculating the deviation, then calculate the weights of each criterion column using 

equation 7. 

∑ Ω𝑗= 0,6832+0,8980+0,8250+0,9023+0,7920 

       = 4,1004 

 

𝑤1 = 
0,6832

4,1004
 = 0,1666 

𝑤2 = 
0,8980

4,1004
 = 0,2190 

𝑤3 = 
0,8250

4,1004
 = 0,2012 

𝑤4 = 
0,9023

4,1004
 = 0,2200 

𝑤5 = 
0,7920

4,1004
 = 0,1931 

 
Then we get the weight of each criterion as follows. 
 

𝑤 = [ 0,1666   0.2190   0,2012   0,2200   0,1931 ]  

 
After the weight is obtained, the last step calculates the preference selection index using 

equation 8. 
 

Ө11= 0,40 x 0,1666 = 0,06665 

Ө21= 0,57 x 0,1666 = 0,09521 

Ө31= 0,25 x 0,1666 = 0,04165 

Ө41= 1,00 x 0,1666 = 0,16662 

Ө51= 0,51 x 0,1666 = 0,08545 

 

Ө12= 0,76 x 0,2190 = 0,16590 

Ө22= 0,57 x 0,2190 = 0,12443 

Ө32= 1,00 x 0,2190 = 0,21899 

Ө42= 0,70 x 0,2190 = 0,15429 

Ө52= 0,83 x 0,2190 = 0,18249 

 

Ө13= 1,00 x 0,2012 = 0,20120 

Ө23= 1,00 x 0,2012 = 0,20120 

Ө33= 0,75 x 0,2012 = 0,15090 

Ө43= 0,75 x 0,2012 = 0,15090 

Ө53= 0,50 x 0,2012 = 0,10060 

 



 

Ө14= 0,59 x 0,2200 = 0,13013 

Ө24= 1,00 x 0,2200 = 0,22004 

Ө34= 0,70 x 0,2200 = 0,15379 

Ө44= 0,75 x 0,2200 = 0,16562 

Ө54= 0,86 x 0,2200 = 0,18929 

 

Ө15= 0,80 x 0,1931 = 0,15452 

Ө25= 0,60 x 0,1931 = 0,11589 

Ө35= 1,00 x 0,1931 = 0,19315 

Ө45= 0,60 x 0,1931 = 0,11589 

Ө55= 0,41 x 0,1931 = 0,07726 

 

Ө1= 0,06665+0,16590+0,20120+0,13013 +0,15452  

    = 0.71840 

Ө2= 0,09521 +0,12443+0,20120+0,22004 +0,11589  

    = 0.75677 

Ө3= 0,04165+0,21899+0,15090+0,15379 +0,19315  

    = 0.75849 

Ө4= 0,16662+0,15429+0,15090+0,16562 +0,11589  

    = 0.75332 

Ө5= 0,08545+0,18249+0,10060+0,18929 +0,07726  

    = 0.63508 

 

The final result of the calculation can be seen in table 5. 

Table 5: The Result of PSI  

Alternative Value of PSI Rank 

A1 0,71840 4 

A2 0,75677 2 

A3 0,75849 1 

A4 0,75332 3 

A5 0,63508 5 

 

The result of the calculation is shown in table 5 that A3 > A2 > A4  > A1 > A5, it can be 

concluded that A3 Family Meatballs are business actors granted People's Business Credit, for 

the second alternative given KUR fund, A2, Krispy mushroom. In this election, decision-

makers can make 1 or more decisions in KUR grant. It could be taken three (3) the highest 

value for granted the loan People's Business Credit. 

4 Conclusion  

From the results of the discussion on the feasibility of giving KUR using PSI method, it 

can be concluded, that is: 

1. Preference Selection Index method is an effective method for decision makers to make 

accurate results of calculations because based on statistical calculations. 



 

2. The PSI method can generate the weights (w) needed to calculate criteria that affect 

attributes, and it is very beneficial for decision makers in time savings to determine weight 

values. 

3. The PSI method is particularly suitable for alternatives that have a high rating and when 

compared to other MCDM methods, the PSI method is a very easy to understand method. 
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