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Abstract. A learning analytics model uses students' academic records to 

recommend study paths based on the their academic performance. It also 

encourages students to improve their performance on the subjects in which 

they had a lower grade. Subsequently, the process of implementing a learning 

analytic system for study path recommendation can be carried out by 

developing a knowledge base model using selected cross-join data. In this 

study, the selective cross-join technique, which was implemented using the 

bootstrap validation method, was examined. Furthermore, the data used are 

drawn from student records from the previous two academic years that have 

already undergone pre-processing to eliminate any newly added courses, 

since there would not be much to learn from them. The validation process, 

which took 10 iterations, was carried out using the bootstrap method and the 

result for each iteration was evaluated using 1 - Root Mean Square Error. The 

lowest, highest, and average accuracies obtained from all 10 iterations were 

69.2%, 92.3%, and 84.69%, respectively. This inconsistency indicated that 

the process may have been misinterpreted without taking into account any 

noise that might have been replicated in the data. 
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1 Introduction 

The primary methodology examined in this study is comparable to that of 

Matulatan and Resha, who used theirs to create the learning analytics model for all 

students by providing each course with a connection to the subsequent subject they 

will be taking in the upcoming semester. However, their research method had some 

performance and accuracy problems. In this paper, the accuracy of the results was 

investigated by creating a bootstrap dataset. In previous research, it was noted that 

the teachings of pedagogical practices, which involves collaborations and 

interactions, such as constructivist learning, have produced more significant result 

in terms of instilling the knowledge of general skills into university students [2]. 

This method merely aims to enhance the student's ability to learn the skill. However, 

the core notion of this paper is not the learning process but rather the potentials of 

making predictions using prior knowledge. Learning analytics has been an emerging 

topic over the last 5 years, and this involves the use of computational approaches to 

analyze available data [3][4]. As previously stated, the majority of the studies are 

focused on teaching methods alone. In this study, however, selective cross-join data 
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was used as an alternative to help academic advisors analyze and recommend study 

paths to students based on their performances. In order words, the students' past 

performances are used to predict future results. Also, the bootstrap method was 

employed to create more combination data in order to get more accurate 

measurements. 

2 Boundaries and Limitation 

Before implementing the method of selective cross join on academic records, 

lets discuss the environment used in this study: 

• The study taken place in Indonesia. Academic system used in this

study will be Indonesia Higher Education System.

• The grade system will follow the institution academic grade rules.

• Any changes in curriculum courses could lead to new information

that never exist before. This new information will be orphaned data

(no pair).

• Any new courses that has been recently introduce will be sorted out

since it will have not much information

The limitation on this study are: 

• CPU Cost (Time of the whole process) is not taking into

consideration

• Assuming that there is no subjective grading happened.

3 The process 

The process as describe in the source paper as following: 

The process start with selection of the required attributes of the record (in this 

study, we are using student’s reference ID, course’s reference ID, semester (odd or 

even) and course grade result), collected it on one table (fig.1), 



Fig  1. Example of data arrangement in one table 

This dataset would be used in bootstrap iteration. Because of the random 

selection in bootstrap process, then it could not be determined how the outlook of 

the bootstrap dataset result. 

With each iteration, the bootstrap create new dataset, the next step is pairing 

every data row from semester i to semester i+1 using selective cross join, which is 

applying certain rule that could data could be joined. (fig 2). Any connection has 

weight from number of occurance, i.e, number of students who get A+ on course 

C101 then get A+ on course 201.: 



Fig  2. Cross join every possible grade from course semester i with semester i+1 

Then calculate representative weight using correlation statistic like pearson to 

show most likely occurs (increase or decreased grade or not change) 

The representative weight for overall connection would created any possible 

tree rute and data from the last semester will be the leaf or end node. The sorter the 

rute much be considered as prefered scenarios. (fig 3) 

Fig  3. Fully Connected representative weight wirh layers represent semester 

The last step is creating the model function that in original paper using Upper 

confidence Bound , but due to consideration on heavy calculation, the function will 

be replaced with simple bounding function that selecting path with better weight 

performance (i.e highest positive value) 

4 Analysis 

After the model had been built, the validation process was then implemented 

using bootstrap. Furthermore, in order to ensure that no two iterations will produce 

the same sequence number, a dummy training dataset that is the same size as the 

original dataset was first created. After this, the training dataset was filled with data 

from the original dataset using a random seed timer. 

As aforementioned, the validation process was iterated ten times. In each 

iteration, the original dataset's leftover data was used for testing the model after 

which the Root Mean Squared Error was employed to demonstrate how accurately 

the model would describe each data testing scenario. 
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 The finding is in Table 1 
 

Table 1 Testing results of the 10 iterations 

 
 

The obtained average Root Mean Square Error of all ten iterations was 

0.8469 or 84.69%. The accuracy of the distribution is shown in Fig 4. 
 

 
Fig  4 Distribution of Accuracy on number of testing data 

 

 

5 Conclusion 
In conclusion, the model's instability during bootstrap validation indicated that 

the method is flawed, and this results in inconsistent behavior. This inconsistency is 

triggered by scenarios where students fail a particular subject more than once and 

these instances represent the outliers in the dataset.  Furthermore, the time taken for 

Iteration

Number 

of data 

left over RMSE

1 13 0.85

2 45 0.76

3 36 0.86

4 40 0.69

5 24 0.92

6 38 0.81

7 13 0.86

8 38 0.90

9 11 0.92

10 16 0.90



the whole process to complete is dependent on the leftover data volume that was 

used in testing. The total procedure was lengthy and had an unfavorable complexity 

of O(2n). 
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