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Abstract. As an effort to handle COVID-19 transmission, the Indonesian government 

introduced various regulations such as Health Protocol Policy. Meanwhile, the policy has 

become a public discussion on social media, such as Twitter. To classify people's 

opinions on the social media, sentiment analysis technique is used. This method is widely 

utilized in natural language processing (NLP), data mining, and information retrieval. 

Therefore, this study aimed to analyze Twitter users’ opinions toward health protocol 

policy. There were several approaches to conducting sentiment analysis, including the 

TF-IDF method for word weighting and the K-Nearest Neighbor algorithm for data 

classification. Also, the similarity between two documents or texts was measured using 

cosine similarity. The processed data were categorized into three, namely positive, 

negative, and neutral. The system classification results showed 43.94% positive 

sentiment, 9.06% negative, and 46.99% neutral assuming the value of K = 4. 
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1   Introduction 

  COVID-19 is an epidemic that began in the Chinese city of Wuhan and has now spread 

around the world. The application of this Health Protocol is one of the most appropriate 

solutions for reducing the number of instances of COVID-19 viral infection, and it is still 

being implemented to all Indonesians. The Indonesian government's attempts to apply this 

Health Protocol have given birth to a plethora of perceptions, rumors, and other information 

that has entered the community, giving rise to both positives and negatives [1].  

 The government's recommendation to the public regarding the implementation of health 

protocol cannot be separated from social media users’ thoughts and views that are particularly 

expressed through Twitter. One of the methods for categorizing types of thoughts or opinions 

from social media users is sentiment analysis [2].  

Therefore, this study aims to determine Indonesian‘s emotions about the country‘s 

Health Protocol based on tweets or comments on Twitter using sentiment analysis. The dataset 

utilized was derived from Indonesian-language tweets’ monitor by considering the keyword 

"Health Protocol". Subsequently, the crawled data are processed with the K-Nearest 

Neighbors approach in order to obtain sentiment analysis results on the Indonesian 

ICSEDTI 2022, October 11-13, Tanjungpinang, Indonesia
Copyright © 2023 EAI
DOI 10.4108/eai.11-10-2022.2326274

mailto:nola.ritha@umrah.ac.id
mailto:nurul.hayaty@umrah.ac.id
mailto:tekad.matulatan@umrah.ac.id
mailto:alenaup7@gmail.com
mailto:radzi@umrah.ac.id
mailto:mbettiza@umrah.ac.id
mailto:fidid8@gmail.com


 

 

 

 

 

government's policy regarding the Health Protocol and determine whether public opinion 

about its implementation is negative or positive [3].  

 The K-Nearest Neighbors was used because it is effective in processing huge amounts of 

training data, resistant to noise, and has high consistency in producing accurate results. The 

model was utilized with word weights calculated by the TF-IDF approach [4]. After obtaining 

the results, the model was evaluated with a confusion matrix to determine its accuracy [5].  

2   Research Methods 

2.1   Related Research  

There are several research journal literatures that analyze behavior using a data mining 

technique. Furthermore, this case also relates to the connection between data analysis and 

other machine learning variables [6]. Several methods which had been used, especially in 

analyzing sentiment behavior. Research by [7] conducted a sentiment analysis of online 

learning using K-NN algorithm and the  highest  accuracy  results  were  obtained when  K  =  

10  with  an  accuracy  value  of  84.65%  with  a  precision  of  87%,  a  recall  of  86%, f 

measure 87% and an error rate of 0.12%. While research [8] conducted a sentiment analysis of 

movie reviews, the dataset gathered from to assess audience responses to the movies they 

watch in two groups: positive and negative. The text mining analysis in extracting information 

is obtained and categorised using Nave Bayes. Chi-Square will be used to measure response 

sentiments. In contrast to the research conducted by [9] comparing analytical techniques  such 

as K-Nearest Neighbor, Naive Bayes, and Super Vector Machine to analyze sentiment 

behavior utilizing Twitter data sets. However,  in another context was proposed by [10] the 

analysis show that the Super Vector Machine (SVM) performs better, reaching a value of 85% 

when compared to the Unsupervised Learning approach. 

 

2.2   Methods 

Text mining, also known as text analytics, is a branch of study that combines linguistics with 

computer science, as well as statistical and machine learning approaches. During the analysis, 

text processing is always performed through the following stages, namely Tokenization, Stop 

Word Removal, Stemming, and Lemmatization [11]. In this study, Twitter crawling was 

employed and the data were collected from November 2021 to January 2022.  

Crawling was employed in retrieving data from tweets using the Twitter API's capabilities. 

This method involves collecting tweets with the keyword 'health protocol' (protokol kesehatan 

in Bahasa). It is important to note that the API usage is the legal access granted to users by 

Twitter [12].  

Prior to performing the classification stage, the K-Nearest Neighbor method was used. 

The first step is to clean up the data and turn it into tokens. This is known as pre processing. 

The token acquired from the pre processing results will be utilized in the following phase, 

which is the computation of word weighting using TF-IDF. The resulting weight will then be 

used to compute the closeness distance between documents using the K-Nearest Neighbor 

method. The K-nearest neighbor (KNN) method is a non-parametric, instance-based 

supervised learning technique [13]. It is primarily used to assign an unknown data record to 

the class of the closest existing examples. This assignment is determined in classification tasks 



 

 

 

 

 

based on the distances between this unknown record and all of the available instances. After 

computing all of the distances, the K-Nearest examples are chosen. A new record is predicted 

by the class majority among the K-Nearest Neighbor. To measure between two documents or 

texts using the cosine similarity and validate the performance of KNN using confussion matrix 

[14].  

 

 

 

 

 

 

 

 

 

 

Figure 1 Overview the process 

 

 

3 Results and Discussion 

3.1 Data Preprocessing 

In this study, The dataset used will be divided into 2 types of data which is training data 

and test data. Training Data is used to train the algorithm in finding the appropriate model. 

While Test Data is new data that does not yet have a class so a classification process is needed 

to determine the appropriate class. The data obtained includes the class (label) from the 

polarity of sentiment. There are 3 classes defined, namely positive, negative and neutral. 

Before carrying out the classification stage using the K-Nearest Neighbor algorithm, a pre-

processing process is needed so that later each word has a weight from the TF-IDF results, 

then it can be processed to the next stage. The following is the result after preprocessing the 

data. 
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Table  1.  Data Pre-processing Results 

Doc Before After Sentiment 

D1 

teman', 'rencana', 'libur', 'kebijakan', 

'pemerintah', 'protokol', 'kesehatan', 

'libur' 

teman', 'rencana', 'libur', 'bijak', 

'pemerintah', 'protokol', 'sehat', 'libur' 
Positive 

D2 

himbauan','masyarakat', 'mematuhi', 

'protokol', 'kesehatan', 'disiplin', 

'mencegah', 'penyebaran', 'covid' 

imbau','masyarakat', 'patuh', 

'protokol', 'sehat', 'disiplin', 'cegah', 

'sebar', 'covid' 

Neutral 

D3 patuhi', 'protokol', 'kesehatan' patuh', 'protokol', 'sehat' Neutral 

⁞ ⁞ ⁞ ⁞ 

D15 
'pembinanya', 'patuhi', 'protokol', 

'kesehatan' 
pembina', 'patuh', 'protokol', 'sehat' Positive 

 

3.2 Cosine Distance 

The Cosine method mainly used to find the similarity between two objects basend on 

cosine degree between two objects. The formula to calculate the cosine distance is 

𝐷(𝑋, 𝑌) =  1 − 𝐶𝑜𝑠𝑖𝑛𝑒 𝜃 

(1) 

Where θ is the degree from one objects to other objects with corresponding to origin plane. 

The result range from 0 to 1 where 1 means two objects were not similar and 0 means two 

objects are identical. 

 
Figure 2 Counting similarity between two documents using Cosine distance 

3.3 TF-IDF Word Weighting 

Calculating how often the words appear in the document in relation with other 

documents, using the TF method [15] 

𝑇𝐹 (𝑡, 𝑑) =
𝑐𝑜𝑢𝑛𝑡(𝑡)

𝑐𝑜𝑢𝑛𝑡 (𝑑)
 

                                                                                                                                                   (2) 
 

Where t is number of occurrence for each word, and d is the number of documents. The 

greater the result means the word is appear many times in all documents, and the lower the 

result means the word is rarely being used. 

IDF method is used to know which documents is refered to related to specific word, 
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IDF (𝑡, D) = log
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡
 

(3) 

Where t is the word that used as search filtered.The higher IDF number means the word is not 

commonly used or just a specific documents that use the word. The lower the IDF number 

means the word is commonly used. 

Each words that has relation with corpus data that will determined the attitude or sentiment 

from the word categories. For that process we need to calculate the TF-IDF 

TF − IDF (𝑡, 𝑑, D) = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡, 𝐷) 

(4) 

Where t is number of word appearances in all documents, d is number of documents that 

contains the word, and D is total number of all documents. 

 

 

 
 

Figure 3 Scatter Diagram of Normalized TF-IDF comparing similarity with D16 

 

 
Table 2. TF-IDF results 

Query 
Term Frequency-Inverse Document Frequency (TF-IDF) 

D1 D2 D3 D4 D5 … D16 

sampai 0 0 0 0 0 … 0.06 

lawan 0 0 0 0 0 … 0.06 

korona 0 0 0 0 0 … 0.06 

kendali 0 0 0 0 0 … 0.06 

pandemi 0 0 0 0 0 … 0.06 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
pembina 0 0 0 0 0 … 0 

 



 

 

 

 

 

3.4 K-Nearest Neighbors Classification 

After completing the word weighting process, the next step was the implementation of the K-

Nearest Neighbors algorithm. In this phase, the value of K was determined assuming it is 

equivalent to five (K = 5). The next stage was the calculation of the test data proximity to the 

training data using the cosine similarity distance method. From the word weights obtained, the 

scalar multiplication between the test and the overall training data were calculated and added. 

Furthermore, the length of each document, including test data, was determined by squaring the 

weight of each word in the text, adding the squared values, and calculating the root. Table 3 

shows the calculation results.  

Table 3. Document Length Calculation Results 

D1 D2 D3 D4 D5 … D15 

0 0 0 0 0 … 0.0036 

0 0 0 0 0 … 0.0036 

0 0 0 0 0 … 0.0036 

0 0 0 0 0 … 0.0036 

0 0 0 0 0 … 0.0036 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
0.1625 0.069583 0.020232 0.070546 0.046509 … 0.055253 

0.4031 0.2638 0.1422 0.2656 0.2157 … 0.2351 

 

After the document length was obtained, the correlation between the test data and the entire 

training data was estimated using cosine similarity. From the outcome, the distance values 

from the smallest to the largest were sorted. This process is commonly known as the document 

ranking process. Table 4 shows the overall results of the calculated distance. 

 
Table 4. Cosine Similarity results 

No Document Distance Rank 

1 D16,D4 0.00231 1 

2 D16,D13 0.00275 2 

3 D16,D1 0.00338 3 

4 D16,D5 0.00852 4 

⁞ ⁞ ⁞ ⁞ 
15 D16,D6 0.09904 15 

 

Since the value of K is assumed to be five (K = 5), about five documents ranking from 5 and 

above were selected in order to observe the sentiments.  

 
Table 5. Document Ranking Results 

No Document Distance Rank Sentiment 

1 D16,D4 0.00231 1 Neutral 

2 D16,D13 0.00275 2 Neutral 

3 D16,D1 0.00338 3 Positive 

4 D16,D5 0.00852 4 Neutral 

5 D16,D15 0.00873 5 Negative 



 

 

 

 

 

 

From the table above, it was observed that D16 (test data) is Neutral. This is because positive 

sentiment is more dominant than others. 

 

3.5 Validation 

Accuracy testing is needed to determine the level of effectiveness of the classification. 

Testing accuracy in this study using a confusion matrix. Accuracy testing is carried out to test 

the validity of the accuracy value. The test results based on the K value were carried out 9 

times with the overall results can be seen in table (6). 

 
Table 6. Results of K Value Accuracy 

K Value Accuracy 

2 57% 

3 60% 

4 62% 

5 56% 

6 57% 

7 56% 

8 60% 

9 57% 

10 58% 

 

The results of the highest level of accuracy based on the system obtained by 62% obtained 

with a value of K = 4 with the following calculations. 

 
Table 7. Confusion Matrix Table 

Actual 
Prediction 

Positive Negative Neutral 

Positive 33 2 10 

Negative 13 0 6 

Neutral 7 0 29 

 

 



 

 

 

 

 

 
Figure 4 Visualization of Overall K Accuracy Test 

 

 

4 Conclusions  

Based on the findings of the analysis and discussion, it is possible to conclude that 

the data for this research effectively applied the K-Nearest Neighbor algorithm for sentiment 

classification on Twitter tweets including the terms 'health protocol' (protokol kesehatan in 

Bahasa). To conduct research, the preprocessing procedure of filtering data and word 

weighting calculations using TF-IDF was successfully carried out using 1600 data, 1500 tweet 

data grouping for training data and 100 tweets for test data. The maximum accuracy test result, 

62%, is obtained by utilizing the K value = 4. According to the system categorization findings, 

there is 46.999% positive emotion, 9.063% negative sentiment, and 43.938% neutral 

sentiment. 
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