Stock Price Prediction Based on Shareholding Network Topology and LSTM Model
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Abstract In the stock market, stock price forecasting is important for investors' decisions. Due to the nonlinearity, high noise, and strong temporal variability of stock price data, traditional methods have shortcomings in forecasting tasks. Since based on the structure and function of recurrent neural networks, the Long Short Term Memory (LSTM) model has stronger analytical capabilities for this type of time series data. In stock prices prediction, it is important to consider external factors as well as network structures within shareholdings. In this paper, the directed holding network will be vectorized using the LINE algorithm, and four A-share listed companies will be analyzed and compared using three distinct stock price datasets. The study indicates that companies' stock prices are significantly impacted by the relationships between shareholdings and the fluctuations in related company stock prices from the perspective of network topology, leading to risk spreads within the shareholding network. Additionally, category characteristics can serve as effective assessment features.
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1 Introduction

Since the advent of stock markets, accurate prediction of stock prices has been a primary concern for investors. However, traditional econometric methods like ARIMA and GARCH models were found to be inadequate in capturing the unique features of stock price data and thus had lower accuracy. The introduction of machine learning algorithms, such as recurrent neural networks (RNN) and support vector machines (SVM) [1], as well as deep neural network models, has garnered significant interest, given their ability to predict stock prices effectively. Meanwhile, researchers are exploring factors that influence stock prices, such as investor sentiment and news publications[2-3].

Studies indicate that RNN models have limitations in accurately predicting stock prices, owing to problems of gradient disappearance and explosion[4]. In response, LSTM models were introduced. The combination of LSTM with other models has resulted in increased accuracy of predictions. For example, Peng utilized LSTM and Transformer models to predict bank stock prices in China's A-share market[5], while Liwei Tian's LSTM-BO-LightGBM model has been shown to outperform LSTM[6], and Wen Y's model used PCA and LSTM, resulting in more accurate predictions of stock price fluctuations compared to traditional models[7].
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Against the backdrop of global economic integration, companies have developed increasingly interconnected relationships with each other, with shareholding relationships representing the most prevalent form of association. In fact, studies have already been conducted wherein credit risk contagion among listed companies has been predicted and validated through the use of shareholding networks [8]. Consequently, it is reasonable to assume that the correlation between stocks is an essential factor to consider when forecasting stock price trends. Unfortunately, prior research on stock price trends neglects the commercial relationships existing between companies such as shareholding, cooperation, or supply-demand relationships.

The graph embedding method mentioned in this paper is a technique for representing real-world graph structure information as vectors or tensors that can be input into machine learning models[9]. The Deepwalk[10] algorithm was the first proposed graph embedding method. However, deepwalk is only suitable for undirected graphs, while shareholding networks have directed relationships between companies. To address such shortcoming, this study introduced the LINE algorithm to vectorize the shareholding network information.

In this paper, we proposed a novel methodology that utilizes graph embedding of shareholding networks to transform the valuable information contained within the structure of the network into a set of representative features that are apt for analysis. By integrating this technique with LSTM neural networks, the proposed approach predicts fluctuation trends in stock prices with enhanced levels of accuracy. We scrutinize whether risks stemming from stock price volatility can be transmitted through the shareholding network and undertake this research with the aim of verifying that considering shareholding network relationships in stock price prediction can lead to an improved level of prediction accuracy.

2 Methodology

2.1 LINE

The LINE model [11] constructs a neighborhood using the breadth-first search (BFS) method. This model's unique feature is that it identifies first-order proximity and second-order proximity. The LINE algorithm models nodes that possess first-order and second-order proximity relationships separately. Two embeddings are obtained through the minimization of the KL-divergence between the probability and empirical distributions. Subsequently, two separate embedding vectors generated by different objective functions are linked to each vertex, better representing the input graph. To provide a more complete network description, LINE combines the first-order and second-order proximity in the graph structure. It can be applied to directed, undirected, and weighted graphs as well [12]. Based on the merits of LINE, we will use it to vectorize the holding network in this paper.

2.2 Long Short-Term Memory model (LSTM)

The LSTM[13] represents a novel deep learning architecture. RNNs are characterized by a chain-like structure that incorporates a repeated neural network module. Similarly, the LSTM architecture is based on the RNN structure, but the repeated module has a distinct composition. Specifically, LSTM comprises four interrelated layers, including three Sigmoid and one Tanh
layer, which interact in a particular fashion. Notably, the LSTM design features three gate structures that are responsible for managing and regulating the “cell”, namely the forget gate, the input gate, and the output gate. LSTM provides improved handling of longer intervals and delays in the time series, and successfully addresses the issue of gradient disappearance. According to the existing studies and the analysis of the advantages of LSTM, we use LSTM for the time series of stock price prediction in this paper.

3 Experiment

3.1 Data Selection and Pre-processing

The primary source of data utilized in this study was obtained from CSMAR. The company's featured dataset "content" is comprised of essential characteristics drawn from 746 companies' fundamental information. This dataset constitutes eight features, including the registered capital and asset-liability ratio of the listed companies. Another dataset "cite" encompasses the holding relationships among the companies. This paper will utilize the stock price datasets of four Chinese A-share listed companies: Huaneng International Power Co., LTD (600011), Poly Development Holding Group (600048), ICBC (601398), and Zijin Mining Group Co., Ltd (601899). The dataset will cover the period (from March 11, 2019 to March 3, 2023) and will undergo standardization processing to eliminate possible index dimensionality effects on prediction [6]. Huaneng International and Zijin Mining are categorized identically. The selection of these two companies is intended to increase the dependability of the outcomes of the same category. Additionally, the stock price datasets of two companies from different categories (Poly Developments and ICBC) were selected for comparative experiments.

Each listed companies possess three different datasets α, β, γ. Dataset α only consists of seven features such as the opening price and Shanghai Composite Index. β dataset includes category feature 1 in addition to α and γ dataset includes category feature 2, which means that the stock price dataset includes ownership network structural information.

3.2 Model Features

The LSTM model will use basic financial indicators, specifically including opening price, highest price, lowest price, Shanghai Stock Exchange Composite Index(SSEC), categorical features to predict the closing price of the company.

The Shanghai Stock Exchange Composite Index is a comprehensive representation of the stock market environment. Consequently, a surge in the index is indicative of a favorable development trend for the stock market as a whole. After adding the shareholding network structure and performing the clustering operation, different listed companies will be assigned to different companies under the same category, the companies within the category will not only be influenced by the intra-class environment, but also may be influenced by the large environment outside the class. The incorporation of SSEC enables us to account for the influence of the stock market environment on stock prices.

Categorical features, also defined as trends within the same category, are employed in the LSTM model to predict the closing price. K-means clustering is applied to eight fundamental infor-
mation variables of 746 companies, and one category with high intra-category similarity is selected as a target for prediction. A target company is selected from the group, and its corresponding companies with similarities are identified, and fluctuations in their stock prices are calculated. The categorical feature is formed based on the trend of a given day. If the upward trend exceeds 60%, the feature value is set to 1. Similarly, if the downward trend crosses 60%, it is set to -1. In other cases, it is set to 0. This approach results in the formation of a new assessment feature \{-1, 0, 1\}, which is referred to as "trends within the same category". A second "trend within the same category" has been constructed in the content dataset by adding an embedding containing the shareholding network information.

3.3 Model Procedure

The study involved incorporating a shareholding network structure into the LSTM model. The LINE method was used to vectorize the shareholding network structure and add it to the original company features. By clustering similar trends, same-class trends were generated and treated as new evaluation features that were subsequently added to the LSTM model. The stock price prediction accuracy was compared before and after including the new features. Figure 1 shows the whole idea of experimental modeling.
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where embedding refers to the vectorization of the shareholding network structure, which contains information about the shareholding relationship between enterprises.

4 Result

Given that algorithms in the R language exhibit a clearer representation of interclass homogeneity and interclass heterogeneity [13], this study employs the \textit{k-means} clustering algorithm in R language to classify companies. The validity of results will be measured using the ratio of the sum of squared intergroup distances to the total sum of squared distances. A higher score would imply greater distance between categories, indicating more effective clustering outcomes. The
first clustering situation yielded an indicator of 77.7%, while the latter scored 77.2%, both of which meet the standard of validity for clustering results.

In order to verify the effectiveness of vectorizing the shareholding structure using the LINE method, in this process we judge it by observing how much the loss value decreases. The results show that two loss function, in the first-order and second-order\[11\], with KL-divergence are trained and the loss decreases, and the vectorization of shareholding structure is effective. Figure 2 shows the experimental results of KL-divergence.

To evaluate the fitting and generalization capabilities of the aforementioned LSTM model, we employed mean squared error as the loss function in training. This result shows that the LSTM model's training situation was normal, and the training model was effective with strong generalization capabilities. To highlight these findings, we present the loss values of the actual and predicted values of \( \alpha, \beta, \gamma \) datasets from ICBC(601398). The images from left to right are the results of datasets \( \alpha, \beta, \gamma \).

Following the confirmation of the LSTM model's efficacy, we selected the opening price, highest price, lowest price, and other pertinent features from the test sets of each company's \( \alpha, \beta, \gamma \) datasets as inputs to the network for iterative prediction. Then we examined the fitting between the predicted and actual values, selected and presented three companies' fitting outcomes for different datasets in Figures 3. The images from left to right are the results of datasets \( \alpha, \beta, \gamma \).

Fig. 2. Loss of the LINE with KL-Divergence

Fig. 3. Training and validation loss of ICBC’s dataset

Fig. 4. Stock price forecasts of Huaneng International’s datasets
Figures 4 to 6 show the results of three different companies on different data sets. Table 1 demonstrates that the LSTM model without category features produced the lowest $R^2$, MAE and RMSE values in predicting the four companies. However, when dataset $\beta$, containing category feature 1, was used in predictive analysis, there was a slight improvement in $R^2$, MAE and RMSE. On average, $R^2$ values improved by 2.3%, suggesting that companies belonging to the same category exhibit similar features, and the changes in their stock prices correspond to the changes of other companies in the same category. The empirical analysis indicates that ICBC was grouped with the Agricultural Bank of China (601288), China Construction Bank (601939), and the Bank of China (601988) during the first clustering. The stock price data between March 9, 2020, and June 19, 2020, was selected and compared for changes. Over 80% of the data of the four banks' price changes demonstrated consistency. The findings indicate that over 80% of the data of the four banks' price changes demonstrated consistency. Nevertheless, some results have less distinct differences and similarities mainly because this clustering is based on the companies' characteristics. Some companies shared greater similarities, but because they are in different industries or have no business relationship with each other, they will not be influenced
by other similar enterprises. Therefore, adding category feature 1 did not significantly improve the results.

Finally, we conducted predictive analysis on the dataset $\gamma$ with category feature 2. According to the results, this dataset achieved the best performance on $R^2$, MAE, and RMSE compared to the other two datasets. $R^2$ improved by 5.3%, 5%, 5.6%, and 4.9% respectively, accompanied by a notable reduction in MAE and RMSE values compared to the $\alpha$ dataset. This indicates that adding category feature 2 as a feature variable to the model can improve the prediction accuracy to a certain extent.

The shareholding network comprises various directed relationships among different nodes. A company with abundant funds and significant influence may hold shares in other companies and concurrently be owned by multiple enterprises. At this stage, the company acts as a "context" and may influence the companies linked to it to varying extents. If uncontrollable circumstances cause a decline in the company's share price, the negative impact will propagate to other companies through the connections in the shareholding network. More developed and mature companies can reduce the risk to their businesses resulting from this by relying on their resilience. Conversely, small companies may struggle to undertake commercial activities effectively or may face insolvency due to factors such as stock sales or investment losses. Based on the experimental outcomes and the previously mentioned explanation, a company's share price may be affected by its own investments or the stock price fluctuations of the businesses in which it has invested. The integration of shareholding network data to the model can enhance the precision of share price prognostications to some extent.

5 Conclusion

The prediction of the stock price data for four A-share listed companies confirms that incorporating shareholding network structure data enhances the precision of stock price prediction while introducing the "similar trend" as a categorical feature. The paper draws its conclusions on the forecast outcomes and analysis of three separate datasets using the LINE and LSTM model:

1. The LINE algorithm effectively converts directed shareholding networks into vectors by representing information between nodes in the network.
2. Incorporating category features obtained by transforming shareholding network information enhances the accuracy of the LSTM model for stock price forecasting. Taking the aforementioned four selected listed enterprises as an example, the $R^2$ value improved by an average of 5.2%. This indicates that changes in holding and related companies' stock prices influence the stock price of a company. These findings corroborate that adding the shareholding network structure to the forecast model can greatly improve the accuracy of the stock price prediction and the effectiveness of the newly introduced "similar trend" evaluation feature.
3. Fluctuations in stock prices pose a risk, which tends to spread through the shareholding network. Combining shareholding network structure with stock price fluctuations introduces categorical features. As the successful introduction of categorical features demonstrates its effectiveness, it also indirectly proves the close association between shareholding networks and stock price changes.
Investors may receive limited guidance from knowing only the recent trends and prices of individual stocks. To maintain stable returns, it is essential to comprehend other related stocks’ trends and use their recent price fluctuations as a reference to improve the overall prediction’s accuracy.

In addition, our study shows that the fluctuation in stock prices can spread throughout the holding network, with resulting effects on both the holding companies and their affiliated firms. Future studies can explore several areas, including providing appropriate warnings for relevant firms through risk propagation in the holding network. Other research areas include investigating whether the intensity of stock price risk varies based on holding relationship complexity; whether a corporation’s resiliency impacts stock price risk transmission; and determining whether additional optimization of the holding network’s structure using new graph neural network methods leads to more precise predictions. Researchers can apply the methods and models used in this paper in other context, for example, at present, China government has paid more attention to the supply chain field, many scholars also began to carry out relevant research in this field, for the inspiration brought to us by this article, we can examine the risk propagation and prediction in complicated supply chain landscapes. These avenues necessitate comprehensive research and investigation.
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