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Abstract

To meet the infrastructure coverage and capacity needed by future IoT applications, service providers may
engage in mutually-beneficial modes of collaboration such as cooperative packet forwarding and gatewaying
through fixed backhauls and Internet uplinks. In an effort to enable these modes of resource pooling while
minimizing negative impact on collaborating providers, we developed a transport-layer approach that would
enable IoT nodes to opportunistically scavenge for idle bandwidth across multiple paths. Our approach

combines multipath techniques with less-than-best effort (LBE) congestion control methods. Initial tests using
the TCP-LP and LEDBAT LBE algorithms on scavenging secondary flows show that this desired functionality
can be achieved. To ensure however that IoT nodes are guaranteed at least one flow that fairly competes for
fair share of network capacity, one flow called the primary flow uses standard TCP congestion control.
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1. Introduction

As the Internet of Things (IoT) continues to evolve,
service provides will face new challenges in the
provisioning of connectivity requirements, including
fixed gateways and backhauls to cloud services for
the aggregation, processing, storage and distribution
of data obtained from smart objects and devices.
Such gateways and backhauls must be engineered to
guarantee acceptable service levels given aggregate
traffic volumes from a large number of sources of data.
These data sources may be spread over large geographic
areas, and may even be mobile. These challenges are
further exacerbated by the need to strategically locate
access points and gateways in a manner that would
minimize energy-consuming packet forwarding within
the wireless network of objects.

*This paper is an extended version of [1]. We have added a
new section (1.1) that discusses models of IoT service provider
cooperation, included additional results, and have revised the rest
of the paper to further incorporate useful feedback obtained from
reviewers and from the conference
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These design challenges will impose significant
capital and operating costs to future IoT service
providers.To complement long term efforts to engineer
for maximum geographic coverage and peak traffic
loads, IoT providers servicing overlapping areas
may consider mutually-beneficial bilateral commercial
agreements enabling transit and cooperative access
through their peers’ infrastructure and nodes. Such
inter-IoT provider cooperation would face several
design and implementation challenges, as discussed in
the next section

1.1. loT Service Provider Cooperation: Models and
Challenges

Consider two IoT service providers A and B, each
with respective member-nodes (smart objects, mobile
devices and others) and infrastructure (fixed gateways
and backhaul links). Figure 1 depicts three possible
models of cooperation along with the default 'no-
cooperation’ scenario. These are:

* No cooperation [Fig. 1a]. Packets from A’s nodes
may only be forwarded through peer nodes from
A, and gatewayed to A’s infrastructure
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Figure 1. Various loT service provider cooperative schemes are illustrated in (b)-(d), while the default 'no-cooperation’ scenario is

depicted in (a) above.

* Cooperative forwarding only [Fig. 1b]. Packets
from B may be forwarded by nodes of both
A and B, but may only be gatewayed via
B’s infrastructure. This effectively extends the
footprint of provider B without having to
deploy additional gateways. Provided that A
and B have agreed to settlement-free mutual
packet forwarding, or otherwise have appropriate
(though possibly resource-intensive) accounting
mechanisms in place within wireless nodes, there
will be no need for Provider A’s gateways to
account for B’s traffic at the gateway:.

* Cooperative gatewaying only [Fig. 1c]. Packets
from B may only be forwarded by peer nodes
from B, but may be gatewayed to either A or
B’s infrastructure. This scheme prevents resources
and energy in A’s nodes from being consumed by
the task of forwarding traffic from B. However,
Provider B’s coverage is still enhanced by the
availability of additional gateways and backhauls
from Provider A. Provider B can optimally
balance the savings from potentially shortened
forwarding path lengths within its wireless
network by shunting them to A’s gateways with
the financial cost of using A’s infrastructure in the
process. Additionally, it may be more practical to
account for usage in gateways than in the nodes
themselves (as what might have to be done in
cooperative forwarding).

* Cooperative forwarding and gatewaying [Fig.
1d]. This is the most flexible form of cooperation,
which allows both providers to cooperatively
forward packets through each other’s nodes
and infrastructure. However, it can also be the
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most challenging approach in terms of usage
accounting and ensuring QoS.

Any of the cooperative scenarios above may be
further enhanced if nodes may concurrently exploit
multiple paths through the additional resources of
cooperating providers. As a simple example, suppose
non-interfering gateways from Provider A and Provider
B are both within range of a node from A. In a
cooperative gatewaying scheme, node A can potentially
benefit only if it is able to concurrently transmit to both
gateways at an effective aggregate rate greater than the
rate available via either gateway alone.

1.2. Multipath Bandwidth Scavenging

In both cooperative and non-cooperative scenarios,
although current routing techniques allow packets
from a single flow to be forwarded across different
paths and gateways, naively striping packets onto
multiple paths may cause problems for transport layer
protocols with congestion control functionality and
reliable in-order delivery. Heterogeneous path delays
and loss characteristics may trigger timeouts and
retransmissions, as well as head-of-line blocking at
receiver buffers, forcing larger and longer buffering
to be done [2-4]. A better alternative would be
to partition application flows into subflows and
enforce per-subflow congestion control and reliability
mechanisms that adapt and respond to per-subflow
path congestion and loss events [5]. Maintaining TCP-
like flow semantics within individual subflows also
yields better compatibility with stateful middleboxes
[6]. These have been the general strategies taken by
the Internet community with Multipath TCP (MPTCP)
which is envisioned to provide TCP the capability to
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utilize multiple paths between source and destination
for redundancy and better resource usage [5, 6].

While MPTCP can provide the multipath capability
we require, TCP’s (and MPTCP’s) fairness characteris-
tics however might not exactly sit well with competing
providers who are primarily concerned with the SLAs
of their own customers. Providers may not wish to fairly
share bandwidth with competitors, especially when the
latter merely want to opportunistically exploit band-
width resources on top of what they already have within
their own networks. In contrast, an IoT service provider
might only allow a competitor to scavenge whatever
remaining available bandwidth, if any, is available.

Although it may be relatively straightforward to
impose differentiated QoS treatment at gateways,
within the wireless network itself, a per-hop QoS
approach that involves traffic classification, the man-
agement of multiple queues, and the enforcement of
differentiated QoS policies might be too resource- and
energy-intensive. Thus, alternative mechanisms to pro-
tect primary subflows, or flows that originate from a
provider’s own nodes (analogous to traffic from primary
users in the context of spectrum whitespace usage by
cognitive radios [7]), possibly through endpoint rather
than per-hop behavior, need to be devised.

1.3. Less-Than-Best Effort Congestion Control as a
Scavenging Mechanism

While we wish to have an ability to exploit and use
multiple paths, opportunistic scavenging secondary
subflows that are too aggressive may negatively impact
the ability of other nodes to use the network. In
scavenging scenarios, a paramount concern is to
minimize negative impact on entities volunteering
the use of idle resources [8]. This makes TCP’s
fairness incompatible with opportunistic endpoint-
based scavenging behavior, for the following reasons:

* A secondary scavenging subflow will fairly
compete for bandwidth with a primary subflow,
and

* In a shared wireless medium, secondary scav-
enging TCP subflows traversing multiple paths
may compete with primary TCP subflows over
relatively wide areas of the network

These may be mitigated through the use of congestion
control mechanisms that detect the onset of congestion
more quickly than conventional packet loss-based
ones, and yield network usage to primary subflows.
The less-than-best effort (LBE) class of congestion
control algorithms may offer this ability through
rapid congestion detection, such as through delay
measurement [9]. When mixed with TCP flows
in a bottleneck link, LBE flows yield bandwidth.
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Furthermore, an LBE flow will also attempt to maximize
the use of the available bandwidth if there are
no competing flows. These characteristics make LBE
congestion control a good candidate mechanism for
opportunistic bandwidth scavenging.

Building on current work by others on LBE con-
gestion control and MPTCP, we developed a hybrid
transport-layer approach to concurrent multipath
bandwidth scavenging that combines MPTCP’s multi-
path mechanisms with LBE congestion control. Section
2 of this paper starts with a discussion on its basic
design, while Section 3 presents initial results from our
effort to validate functionality and behavior. Section 4
briefly reviews related work, while Section 5 concludes
and outlines future work.

2. MP-LBE Design

In MP-LBE, two communicating endpoints start by
establishing a single primary subflow that uses stan-
dard TCP-like congestion control. In cooperative sce-
narios, we assume that underlying routing mechanisms
ensure that the primary subflow’s path consists of nodes
and gateways of the same provider. Secondary subflows
that use LBE congestion control mechanisms are then
launched on any other discovered paths. These sec-
ondary subflows essentially perform bandwidth scav-
enging, opportunistically using its own and competing
providers’ resources.

In order to balance congestion among its subflows,
MPTCP uses a coupled congestion control algorithm
that influences the per-subflow congestion control.
This way, MPTCP moves more of its traffic away
from the more congested subflows, and it maintains
TCP-friendliness when sharing bottleneck links with
standard TCP-like traffic. Unlike MPTCP however,
MP-LBE does not employ coupled congestion control
because LBEs already avoid congested links by design.

2.1. Congestion Control in Secondary Subflows

We aim to achieve low-impact multipath bandwidth
scavenging by exploring the use of the LBE class
of congestion control methods in secondary subflows.
Although there are several methods in this class, we
started with a comparative evaluation of TCP-LP and
LEDBAT, with a view of expanding these evaluations to
other algorithms in the future.

TCP-LP. TCP-LP is a congestion control algorithm
that manages the congestion window of the sender
based on the one-way forward delay experienced
by the traffic on a bottleneck [10]. These one-way
delay (owd) measurements approximate queuing delay,
and variations in these delays allow TCP-LP to infer
congestion earlier than standard TCP through a simple
threshold-based algorithm.
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One-way Delay Calculation: Upon receiving an ACK,
TCP-LP calculates owd from the difference between
the receiver’s timestamp in the ACK and the sender’s
timestamp from the original sent packet, which the
receiver copies into the ACK and echoes back to the
sender. A delay smoothing parameter y prevents false
early congestion indications due to large but short-term
variations in network delay coming from bursty cross
traffic. TCP-LP computes the exponentially weighted
moving average of owd as

sdi = (1 —y)sd; + yd; (1)

where d; is the owd of the packet i and sd; is the
smoothed owd.

Delay Threshold: TCP-LP tracks the maximum owd
(dyax) and minimum owd (d,;,) measurements
throughout the connection. Whenever owd is
calculated, it is compared to last measured d,,
and d,,;;, values, which are then replaced with the new
owd if needed, before calculating the smoothed owd.
The d,,;, estimates propagation delay, and d,,;x — din
thus estimates the maximum queueing delay. When
the smoothed owd exceeds the sum of the propagation
delay plus a fraction of the maximum observed
queueing delay on that path, congestion is inferred.

Sdi > dmin + (dmax - dmin)é (2)

Congestion Avoidance Policy: When congestion
inferred from the threshold formula above, TCP-LP
cuts the congestion window by half and enters an
inference phase wherein it awaits further congestion
indication until the inference phase timeout expires.
If congestion is detected during the inference phase,
cwnd is reduced to the size of 1. Otherwise, TCP-LP
proceeds with an additive increase of cwnd.

LEDBAT. LEDBAT is very similar to TCP-LP in that
it also uses owd measurements to infer congestion.
Like TCP-LP, it measures owd using the timestamps
carried by the ACKs received at the sender side. In place
of TCP-LP’s threshold-based algorithm for inferring
congestion, LEDBAT makes use of a target queuing
delay value. When queuing delay becomes higher than
a specified target value, LEDBAT takes this as an
indication that there is a large amount of traffic piling
in a buffer somewhere in the network. Congestion is
then assumed and LEDBAT reduces its sending rate to
alleviate the potential congestion in the network.

Queuing Delay Measurement: On a typical noiseless
path, end-to-end delay is generally composed of
transmission delay (d;), propagation delay (d,),
queuing delay (d;), and processing delay (d,,). All
delays are assumed constant except for the queuing
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delay. The constant delays are measured through base
delay. LEDBAT assumes that minimum owd results
from a path with zero queues on its buffers. Continuous
measurement of owd over a selected observation
window must be done to account for route changes
that can result to a change in the constant delays. In
principle, the smaller the duration of the observation
window, the more responsive the LEDBAT is. On the
contrary, if the observation window is too large, the
LEDBAT cannot account for frequent route changes. For
every sampling, base delay is updated by getting the
minimum between the current base delay and the owd:

dhase = min(m"/df dbase) (3)

Queuing delay is computed by subtracting the base
delay from the owd as shown in the equations below.
Since LEDBAT can approximate base delays, all other
delays aside from the base delay on an owd is assumed
to be queuing delay. Delay measurements must be low-
pass filtered to avoid unstable values that in turn may
cause erratic sending rates [11].

owd ~d+d,+d, +dy
dpase = d + dp +dyy (4)
dy ~ owd — dpge

Avoiding Congestion: LEDBAT avoids congestion by
regulating the cwnd size using a proportional-integral-
derivative (PID) controller. The controller varies the
cwnd proportional to the difference of the queueing
delay and the target value. For every ACK received at
the sender side, the cwnd adjustment is calculated as

of frarcer = (TARGET —d,)/TARGET

(5)
MSS
cwnd

(6)

cwnd+ = GAIN * of frARGET * bytesnewlyacked *

When queuing delay is greater than the target delay,
of frarger becomes a negative value, and cwnd is
reduced. When queueing delay is less than the target,
cwnd is increased.

LEDBAT normally infers congestion before loss-based
TCP, thus backing off before packet loss events occur.
However, if packet loss still occurs, LEDBAT must
treat this loss as a strong sign of congestion. LEDBAT
would then react like standard TCP where, instead
of performing PID control, it does a multiplicative
decrease of its cwnd.

EAI Endorsed Transactions on
Cloud Systems
01-02 2015 | Volume 1 | Issue 1 | e3



Multipath Bandwidth Scavenging in the Internet of Things

2.2. Congestion Control in Primary Subflows

Our primary subflows use standard TCP SACK con-
gestion control, with slow start, congestion avoidance,
fast retransmit, and fast recovery congestion control
algorithms. The congestion control mechanism is loss-
based and does not detect congestion as early as the
delay-based algorithms of TCP-LP and LEDBAT.

When TCP connections share a bottleneck, they
react to congestion in a way that tends to divide
the bottleneck link capacity evenly among all the
connections. MP-LBE’s primary subflows are expected
to behave similarly, and in cases where there are no
available links that secondary subflows can scavenge,
the minimum throughput that MP-LBE should attain
should be at least as much as a TCP-share of its primary
subflow’s link.

3. Evaluation

We modified Nishida’s implementation of MPTCP for
NS-2 [12] and disabled congestion control coupling
between subflows. We configured the first subflow to
use standard TCP congestion control, while succeeding
subflows added to the connection used an LBE
congestion control algorithm. We tested two versions
of MP-LBE: one that used LEDBAT on secondary
flows and another that used TCP-LP. Our LEDBAT
implementation for MP-LBE used a target queueing
delay value of 12ms, while our MP-LBE TCP-LP
implementation used y=1/8 and 6=0.25 for the MP-
LBE TCP-LP implementation.

The topology used in all the simulations is shown
in Figure 2. An MP-LBE connection is configured with
two subflows, one primary and one secondary subflow,
and each of these share a bottleneck link with a TCP
connection. The bottleneck links each have a capacity
of 5Mbps and 5ms delay. The link used by the primary
subflow will be referred to as the top link, while the link
used by the secondary subflow will be referred to as the
bottom link.

3.1. Bandwidth Scavenging Behavior

We first explore MP-LBE’s ability to scavenge for addi-
tional bandwidth from idle links. In this simulation,
both bottleneck links have competing standard TCP
traffic. MP-LBE’s primary subflow should share its link
with the competing traffic (TCP-fashion), while the
secondary link should give way to the competing traffic.
Halfway into the simulation, the TCP traffic on the
bottom link ends. This frees up the bottom link, and
MP-LBE’s secondary flow should react by maximizing
the available bandwidth once the link becomes idle.
Both MP-LBE (LEDBAT) and MP-LBE (TCP-LP) are
able to achieve this behavior, as seen in Figures 3
and 4. When the secondary flow is using LEDBAT,
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TCP Sender TCP Receiver

TCP Receiver

TCP Sender

Figure 2. Simulation topology. Each access link directly
connected to sender and receiver have 100Mbps capacity, with
5ms delay. Both bottleneck links have 50Mbps capacity with Sms
delay.

simulations show that it is able to maximize the
available bandwidth better than TCP-LP. LEDBAT
achieves a steadier throughput because its cwnd size
does not change as drastically as that of TCP-LP.

3.2. LBE Behavior

To demonstrate the LBE behavior of the secondary flow,
we used the same topology, but this time only the
primary flow was made to compete with regular TCP
at the start of the simulation. The bottom link had no
competing traffic, which allowed the secondary flow to
maximize 5Mbps capacity of the link. At 45 seconds, a
regular TCP connection was started on the bottom link.
Figures 5 and 6 show the simulation results. MP-
LBE using TCP-LP on its secondary link was able to
back off more rapidly than in the case of LEDBAT,
but both demonstrated correct LBE behavior when the
competing TCP traffic on the bottom link was started.

3.3. Goodput

Even though bandwidth aggregation from multiple
paths improves throughput, the goodput achieved may
be less than the theoretical maximum due to out-of-
order arrival of packets. To evaluate MP-LBE’s goodput
performance, we recorded the data-level sequence
numbers (DSNs) received by the destination node as a
function of time.

We used the same topology as in Figure 2, but
eliminated all competing TCP trafficc. We ran the
simulation using regular MPTCP, in addition to the
simulation runs for MP-LBE (LEDBAT) and MP-LBE
(TCP-LP). Figure 7 shows the data obtained from our
simulation. The y-axis is scaled to 1:536, as 536 is
the data-level length and sequence numbers are in
increments of 536.
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Figure 3. Bandwidth scavenging behavior of MP-LBE using LEDBAT.

Figure 7 shows almost-identical rates of DSN increase
in both MPTCP and MP-LBE (LEDBAT). MP-LBE (TCP-
LP) on the other hand registers significantly lower data
sequence numbers received within the same timeframe.

Figure 8 shows that during the first 3 seconds of
the simulation MP-LBE’s primary subflow (for both
LEDBAT and TCP-LP) received sequence numbers at
a slower rate than the secondary subflow. This caused
goodput to suffer because only the DSNs on the
secondary subflow are arriving, while all the sequence
numbers sent through the primary subflow are delayed.
In the case of MP-LBE (LEDBAT), the delayed packets
finally arrive a little after 3 seconds and the primary
subflow picks up its pace. After this point, the slope
of MP-LBE (LEDBAT)’s DSN curve matches that of
MPTCP.

4. Related Work

Resource scavenging is not a new concept, having been
previously used to harness idle computing resources
to perform useful calculations for users other than
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the resource owner [8]. In more recent literature,
bandwidth scavenging commonly refers to dynamic,
opportunistic access to unused spectrum by cognitive
radios [7]. Our approach is quite different in that it
focuses on a solution at the transport layer through the
use of LBE congestion control in a multipath fashion.
While there has been some recent similar work on
the development of a multipath version of LEDBAT
called LEDBAT-MP [13], we are interested in the more
general class of LBEs and intend to comparatively
evaluate several of the representative algorithms for
our intended application. Furthermore, our approach
makes a crucial distinction between primary and
secondary flows, ensuring that nodes can rely on at least
one flow, the primary one, to compete fairly within the
network.

In order to achieve cooperative gatewaying among
providers, we need mechanisms to enable concurrent
access to their respective fixed wireless infrastructure.
BeWifi [14], a service rolled out by service provider
Telefonica, allows users to use idle capacity through
neighbors’ access points within range. While BeWifi
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Figure 4. Bandwidth scavenging behavior of MP-LBE using TCP-LP.

applies to a single-provider model, it offers insight
into the usefulness of the ability to scavenge idle
bandwidth from cooperating peers. On the other
hand, CableWiFi [15] employs a multi-provider model,
allowing customers from five ISPs access to the
consortium’s infrastructure. From a technical point
of view, one mechanism that can enable cooperative
gatewaying is offered by BaPu (Bunching of Access
Point Uplinks) [16] is a software-based approach
that employs packet overhearing, using it to pool
together WiFi uplinks that are in close proximity to
one another. A BaPu-Gateway AP schedules which
contributing BaPu-APs will send the packets through to
the receiver. BaPu-APs are also configured to prioritize
the home user’s traffic over any background traffic that
is generated when APs act as BaPu contributors. BaPu
was designed primarily for uploading user-generated
content over the Internet and cannot be used for
downloads.

The ability to concurrently exploit multiple paths for
bandwidth scavenging may also be viewed as a problem
of bandwidth aggregation. Application layer solutions
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such as DBAS [17] typically do not require changes in
the underlying protocols and instead rely on endpoint
middleware to intercept traffic and manage scheduling,
reordering, and transmission over multiple interfaces.
DBAS’ ability to deal with stateful middleboxes,
as well as the ensuing fairness of its subflows is
however not known. Alternatively, instead of placing
the functionality within the endpoint itself, dedicated
proxy middleboxes may be deployed within the
network in order to do aggregation, delay equalization
and packet scheduling [2, 3]. This seems to be more
feasible to do within the fixed infrastructure, and
represents additional cost and management overhead
for providers. We preferred to take an endpoint-
based approach since it offers an end-to-end solution,
covering both the fixed and wireless portions of the
network.

5. Conclusion and Future Work

To provide a low-impact mechanism that will encour-
age future IoT service providers to explore various
models of cooperation, including, but not limited to,
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Figure 5. LBE Behavior of MP-LBE using LEDBAT.

cooperative forwarding and gatewaying, we propose
a transport-layer approach for multipath bandwidth
scavenging that uses TCP-like congestion control for
primary subflows and less-than-best effort (LBE) con-
gestion control for secondary subflows. The use of LBE
for secondary subflows ensures that these back off and
yield bandwidth in the face of other traffic, including
primary subflows from other IoT devices.

Our MP-LBE design effectively improves throughput
when one or more idle links become available for
secondary subflows. When no additional links are
available, the primary subflow achieves the throughput
of a single TCP flow, and secondary flows are able to
rapidly use capacities along paths that become idle.

MP-LBE for both LEDBAT and TCP-LP yield lower
goodput than MPTCP, with MP-LBE (LEDBAT) having
worse out-of-order packet arrivals at the beginning of
its connection lifetime. Noting that MPTCP employs
scheduling on subflows to mitigate the impact of
non-uniform path delays on packet arrivals, and
consequently buffer requirements and goodput [18],
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we intend to work on improving goodput for MP-
LBE by considering and possibly extending the various
approaches that have been proposed for reducing the
number of out-of-order packet arrivals in multipath
connections, such as delay equalization [2], packet
scheduling [3], congestion window adaptation [19].

Recognizing "less than best effort" for what it is, smart
objects and devices should principally rely on primary
flows to carry critical traffic. However, the ability to
scavenge additional bandwidth and paths will enable
IoT sensors and devices to opportunistically explore
shortcut fast paths and accelerate local aggregation and
processing of data, or temporarily transmit information
at higher-than-fair levels of spatial and temporal
resolution. Resource pooling by cooperative IoT service
providers should expand these opportunities even
further.

Smart objects and devices in the Internet of Things
will undoubtedly dedicate most of their resources to
sensing and aggregating data, and any local processing
and cognitive functionality required. With any new
functionality being introduced, such as multipath
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Figure 6. LBE Behavior of MP-LBE using TCP-LP.

bandwidth scavenging, prudent design dictates that
there should be minimal impact on resource footprint.
We intend to keep this as a guiding principle as our
work moves forward.
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