A Centralized Localization Algorithm Based on Mesh Relaxation in Wireless Sensor Networks
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Abstract - Many applications of Wireless Sensor Networks (WSNs) require sensor nodes know their positions. Equipping GPS modules can solve this problem easily, but it is of high cost. In this paper, we propose a centralized localization algorithm for WSN based on mesh relaxation method. Computer simulations show that with our algorithm the positions of nodes can be estimated in a relative coordinate system, which can be transformed to the global coordinate system with the aid of a few anchor nodes. The proposed algorithm can avoid folds and flips through firstly stretching the mesh of the network by pulling some fringe nodes towards different directions, and then making the mesh to shrink by relaxing it. The position results achieved have higher precision than those with other positioning methods. Our algorithm can be used based on ranging or connectivity.
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I. INTRODUCTION

Due to advances in communications and MEMS [1] technology, wireless sensors are enabled to be deployed in large quantities to form a Wireless Sensor Network (WSN) for wide applications [2]-[4]. The sensor nodes work cooperatively and aggregate large quantity of sensor data to provide continuous monitoring for various kinds of environmental characteristic. WSN has been applied in many areas such as traffic management, medical treatment, ecological studies, disaster fighting, etc. Meanwhile, many applications of WSNs require sensor nodes to know their positions. Many other higher layer services like routing [5], data aggregation, and event reporting are built on a localization service in the network. So it is essential to build a localization service for WSN. However, it is not realistic to manually configure location coordinate for each node in a network containing thousands of nodes. Equipping a GPS module for each node can solve this problem easily, but it is of high cost. Furthermore, GPS does not work in an indoor environment. So a self-localization mechanism for WSN is necessary to be designed. In recent years, many localization algorithms have been proposed. Most of them assume that there are \( m \geq 3 \) anchor nodes, which are equipped with GPS modules and their positions are already known, in the network. Other non-located nodes are located based on the anchor nodes and the estimated distance (e.g. TOA, TDOA, RSSI) or connectivity between nodes.

In this paper, we present a localization algorithm. Given \( n \) sensor nodes distributed in a plane with \( m \geq 3 \) anchor nodes among them and the connection information between one-hop nodes, the proposed algorithm is able to locate the nodes based on ranging or connectivity.

The proposed algorithm is a centralized one. That is, it demands that all the nodes send the required information for localization to one point (e.g. base station), and this point operates the localization algorithm to estimate the position for each non-located node. Certainly, an isolated node which cannot connect with the network cannot be located. The information required for the localization algorithm contains all nodes' ID and their one-hop neighbors' ID, besides the positions of the anchor nodes. Moreover, the information contains the measured distances between one-hop neighbors if it is based on ranging. The proposed algorithm is based on mesh relaxation which uses the nonlinear optimization to deal with localization problems. But it has been demonstrated that it will lead to local minima if this method was directly operated with a random initial coordinate for each node. These local minima correspond to folded or collapsed layouts of the original network [6]. In the proposed algorithm four fringe nodes are to be found and a centre node of the network is to be determined. After stretching the mesh of the network by pulling fringe nodes towards different directions, the mesh is to be shrunk by relaxing it. We will show that it is possible to avoid folds and flips with this method, especially in a uniform topology. Using the connections between neighbors, the proposed algorithm, Stretch algorithm, can estimates the positions for nodes in a relative coordinate system that can be transformed to a global one through a few anchors. In fact, a distributed algorithm could obtain a good scalability and reduce the computation complexity. However, there are many centralized systems in wide applications. So, it is desirable to design a centralized localization algorithm for them, in which case it generally has a higher accuracy than a distributed one.

The rest of this paper is organized as follow: section II introduces the related work, and section III describes our method. Our simulations and analyses will be presented in section IV while in section V, a conclusion will be drawn.
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II. RELATED WORK

Building accurate self-localization service is highly desirable in WSN for various kinds of applications. Many algorithms have been proposed to solve this problem. Some range-free distributed algorithms, such as Centroid algorithm [7], APIT [8], CAB [9], are easy to be implemented and of high scalability. The main idea of these algorithms is that each non-located node hears beacon signals from nearby anchors, and even exchanges information with other non-located nodes to estimate the constraint region where it locates. Then, the non-located node calculates the geometric centroid of the constraint region as its estimated position. The localization accuracy of these algorithms relies on the number of anchors.

Centralized algorithms generally require all nodes of the network or subnetwork send the information used for localization to one point (e.g. base station). Some of them use the estimated distance between nodes as constraints and systematically search the coordinate of each node in a relative coordinate system to satisfy those constraints. The node coordinates can be transformed to global coordinate system utilizing some (≥3) anchors. Mesh relaxation is exactly such a method that it uses nonlinear optimization to relax the mesh of network to find the coordinates of the nodes that meet the constraints of estimated distances. But as described in [6], there exists various kinds of folded or collapsed local layouts in the network. If using mesh relaxation to directly release the mesh with random initial node coordinates, it has a high probability to lead to a false minimum. So it is essential to find a special method to search the initial coordinate for each node to solve this problem before relaxing the mesh. In [10], it has been demonstrated that multidimensional scaling (MDS) is good at finding the similar topology of the network compared to the original one. The proposed algorithm, MDS-MAP, uses the shortest path between any two nodes as estimated distance and utilizes the MDS technique to find the coarse coordinate of the nodes. In [11], MDS-MAP(P) and MDS-MAP(P,R) algorithm use the result of the MDS-MAP as initial input and the connections within two-hop neighbors to relax the mesh. The idea that breaks up the whole network into many small local maps, and then locates for each local map, and at last merges the local maps to form an integrated network makes the two algorithms applicable in irregular networks. In [12], KKLoc algorithm calculates the shortest path between any two nodes as estimated distance to create the connections between all nodes, which yields a full connected graph, besides sets different weight values for different hop-count connections, then uses a graph drawing approach to find the similar topology of the network compared to the original one. At last, KKLoc uses the result above as the initial input and the real connections between nodes to relax the mesh. MDS-MAP(P), MDS-MAP(P,R), KKLoc algorithm are able to avoid folds and flips.

In this paper we propose a simple centralized algorithm, Stretch algorithm, to estimate the positions of nodes for WSN through mesh relaxation. We will show that how it can avoid folds and flips.

III. STRETCH ALGORITHM

In this section, Stretch algorithm is present in detail. We assume that after the network is deployed in a plane. All nodes send the information required for localization to a central point (e.g. base station). The information contains IDs of nodes and their one-hop neighbors’ IDs along with the estimated distance between them, besides the coordinates of the anchors. If the sensor nodes are equipped with distance-measuring hardware, the estimated distance is the measured distance between one-hop neighbors, and if not, the localization is based on connectivity. Define $G(V, E)$ to be the graph that we want to draw. $G(V, E)$ contains $n$ vertices $V$, which correspond to $n$ sensor nodes including $m$ anchors, and edges $E$, which correspond to the connections between nodes. For a connected graph, it must be $m \geq 3$ that the relative coordinate system of $G$ can be transformed to the global one if it is needed. That is our algorithm can used as an anchor-free one or an anchor-based one.

Stretch algorithm is based on mesh relaxation. $G(V, E)$ can be modeled as a mass-spring mesh in the way that the vertices are replaced with masses and the edges are replaced with springs of whom the normal rest lengths equal to the length of the corresponding edges [12][13]. In a real physical situation, the mass-spring system will relax to its lowest energy configuration and the masses will be push to the correct positions. Come back to our problem, we aim to relax the virtual mass-spring system so as to draw the corresponding $G(V, E)$ whose topology satisfies the original network avoiding folds and flips and in whom the length of edges satisfy the estimated distances. Our method mainly contains 4 processes: search process, stretch process, shrink process and refinement process.

Search process: to search for four fringe nodes respectively in four directions in the network and one centre node of the network. If the fringe nodes have been configured manually, skip this process, and if not, we use a similar method described in [6] with a little difference. In the following description, $h_{i0}$ is defined as the smallest-hop-count value between node $n_i$ and the selected node. There may be several nodes that are eligible for selection. In order to select the unique node, two basic rules are defined as follows:

**Rule 1**: among the candidates, select the nodes with the smallest one-hop-neighbor number, and then among the new candidates select a node with the smallest ID.

**Rule 2**: among the candidates, select the nodes with the largest one-hop-neighbor number, and then among the new candidates select a node with the smallest ID.

The way to search the fringe nodes and the centre node is:

1) Select a node $n_{i0}$ randomly or the one with the smallest ID for simple. Then, select the nodes to maximize $h_{i0}$. At last, select a node $n_i$ using rule 1.

2) Select the nodes to maximize $h_{i1}$. Then, select a node $n_i$ using rule 1.

3) Select the nodes to minimize $|h_{i2}-h_{i3}|$, and then among the candidates select the nodes to maximize $|h_{i2}+h_{i3}|$. At last, select a node $n_i$ using rule 1.

4) Select the nodes to minimize $|h_{i2}-h_{i3}|$, and then among the
candidates select the nodes to maximize $h_{3c}$. At last, select a node $n_t$ using rule 1.

5) Select the nodes to minimize $|h_{1c}-h_{2c}|+|h_{2c}-h_{4c}|$. Then, select a node $n_t$ as the centre node using rule 2. For a network with square layout, the four fringe nodes will be the ones in the four respective directions as shown in Fig. 1(a).

**Stretch process**: Calculate the smallest-hop-count value $h_5$ from each node to $n_s$ and $h_{5\max}$ denotes the maximum $h_5$ value. Let $(x_i, y_i)$ denotes node $i$’s estimated coordinate. Then fix $n_5$ at $(0,0)$, $n_1$ at $(\beta h_{5\max},0)$, $n_2$ at $(-\beta h_{5\max},0)$, $n_3$ at $(0, \beta h_{5\max})$, $n_4$ at $(0,-\beta h_{5\max})$, respectively, where $\beta$ denotes stretch factor and is set to be 10 in this paper, and $R$ is the maximum communication range of sensor node. Furthermore, the coefficient of elasticity of the spring between node $i$ and $j$ is set to be $h_5 h_{3c}$, where $h_5$ is the smallest-hop-count value between node $i$ and $n_5$. Then relax the mass-spring mesh with non-fixed nodes starting at random positions or (0, 0) for all for simple. As Fig. 1(b) shows, when the mesh system runs to its lowest energy configuration, the mesh is stretched to be a huge one which is unfolded and the springs are elongated. Such a process is modeled as an energy function $E_{\text{stretch}}$ given as

$$E_{\text{stretch}} = h_5 h_{3c} \sum_{i \in V, j \notin V} \left( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - d_{ij} \right)^2$$ (1)

where $V=V-[n_1, n_2, n_3, n_4, n_5]$, $N_i=[j]$ node $i$’s one-hop neighbor, $d_{ij}$ is the estimated distance between node $i$ and $j$.

**Shrink process**: Using the result of node positions estimated in stretch process as input, release the fixed nodes and other nodes, then the mesh will shrink because of the rest of springs, and the nodes will be pushed to move. Additionally, in this process, we find that the connections of 2-hop neighbors are helpful, so the 2-hop connections are added to the mesh as springs. This process is modeled as another energy function $E_{\text{shrink}}$ given as

$$E_{\text{shrink}} = \omega_t \sum_{i \in V, j \notin V} \left( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - d_{ij} \right)^2$$ (2)

where $N_i=[j]$ node $i$’s neighbor within two hop; if $i$ and $j$ is one-hop away, $\omega_t=1$, $d_{ij}$ is the estimated distance; if $i$ and $j$ is 2-hop away, $\omega_t=1/4$, $d_{ij}$ is the shortest path. In order to gain the most similar topology of the mesh compared to the original one, when the mesh is relaxing the nodes are controlled to move in the order of their numerical size of $h_5$ (have been calculated in stretch process) from 0 to $h_{5\max}$ (for $n_s$, $h_5=0$). When the mesh system runs to the lowest energy configuration, that is formula (2) reach the minimum, each node is possible be pushed to a coarse position and the topology of the mesh is similar to the original one. Fig. 1(c) is the output of this process for a sample network. As showing, the stretch process run with shrink process good at finding the similar topology of the network and the output of positions of the nodes can be used as initial input for mesh relaxation method.

**Refinement process**: Utilize the result of node positions estimated in the shrink process as initial input, and use just the one-hop connections between nodes as springs in the mesh, then relax the mesh again. The process of relaxing can be modeled as another energy function $E_{\text{refine}}$ given as

$$E_{\text{refine}} = \sum_{i \in V, j \notin V} \left( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - d_{ij} \right)^2$$ (3)

When the mesh system once again runs to the lowest energy configuration, that is formula (3) reach the minimum, each node is possible to find its correct position in a relative coordinate system.

When the processes above have been carried through, Stretch algorithm completes the relative localization. Then, with the help of anchors, the relative coordinate system can be transformed to the global one, and the localization is finished. Fig. 1 shows the whole procedure of Stretch algorithm for a sample network.

Otherwise, noticed that formula (1), (2), and (3) have the similar form in math. They can be all considered as the sum of squares of differences of current distances in mesh relaxing and desirable ones for nodes. When the mesh is completely relaxed in a certain process, the corresponding energy function come to its minimum and the condition for this is

$$\frac{\partial E_{\text{stretch}}}{\partial x_i} = 0, \quad i \in V_{\text{cer}}$$

where $E_{\text{cer}}$ is a certain energy function and $V_{\text{cer}}$ is the corresponding vertex set. There are many nonlinear optimization techniques to solve formula (1)-(4). Here we adopt a simple solution below: first, calculate the following gradients of each node $i$ as

![Figure 1. Intermediate outputs of Stretch algorithm – 200 nodes with 6 anchors are randomly distributed in a 10x10 square and the connectivity is 12.5. (a) The original network and the result of search process; (b) the result of stretch process; (c) the result of shrink process; (d) the result of localization after refinement and coordinate system transformation. In (d), circles are non-located nodes and points are anchors, besides, the lines are localization errors. Ranging-based, 5% ranging error)](image-url)
\[ \Delta x_i = \frac{\partial E_{\text{err}}}{\partial x_i}, \quad \Delta y_i = \frac{\partial E_{\text{err}}}{\partial y_i}, \quad i \in V_{\text{err}}. \] (5)

Second, move the nodes through iteration as
\[ \begin{align*}
x_i^{n+1} &= x_i^n - \alpha \Delta x_i, \\
y_i^{n+1} &= y_i^n - \alpha \Delta y_i,
\end{align*} \quad i \in V_{\text{err}}, \] (6)

where \( \alpha \) is the iteration step, and \( n \) is the iteration times. To approximate formula (4), a small threshold \( T \) is set, and the condition to stop the iteration is given as
\[ \max_{i \in V_{\text{err}}} \sqrt{\Delta x_i^2 + \Delta y_i^2} < T. \] (7)

For formula (5), the gradients are easy to be calculated. For example, for formula (1), the gradients are
\[
\begin{align*}
\frac{\partial E_{\text{mask}}}{\partial x_i} &= \sum_{j \in N_i} \left(1 - \frac{d_{ij}}{(x_i - x_j)^2 + (y_i - y_j)^2}\right) \\
\frac{\partial E_{\text{mask}}}{\partial y_i} &= \sum_{j \in N_i} \left(1 - \frac{d_{ij}}{(x_i - x_j)^2 + (y_i - y_j)^2}\right).
\end{align*}
\] (8)

For a network containing \( n \) nodes and \( m \) anchors, the complexity for search process is \( O(5n^2) \), and for stretch process is \( O(k_3(n-5)^2) \), where \( k_3 \) is the average one-hop neighbor number, and for shrink process is \( O(k_2n^2) \), where \( k_2 \) is the average neighbor number within two hop, and for refinement process is \( O(k_4n^2) \), while for coordinate system transformation is \( O(n^3m^3) \).

IV. EXPERIMENTAL RESULTS

In this section, we show the localization effect of the proposed algorithm through simulations. The program was run in Visual C++ 6.0 on a PC with Intel Core 2.0 GHz processor and 1024MB RAM. In order to verify that our method is good at finding the similar topology of the network that can be used as the initial input for mesh relaxation as shown in Fig. 1, we additionally ran a simplified version of Stretch algorithm (Stretch-S) without refinement process. Furthermore, the two versions of the Stretch algorithm were compared with MDS-MAP(P) and MDS-MAP(P,R), which are also two versions of MDS-MAP(P). The four algorithms were simulated respectively based on ranging and connectivity under the same situation. If it is based on ranging, the distance measure is modeled as \( d(x, N(0, e_r)) \), where \( d \) is the true distance and \( N(0, e_r) \) is the normal distribution with zero mean and ranging error \( e_r \) as standard deviation. The performance of the algorithms is measured through mean localization error (MLE), which is reported in percentage normalized by the maximum radio range \( (R) \) and is given as
\[ \text{MLE} = \frac{\sum_{i \in V_{\text{err}}} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}{nR} \times 100\% \] (9)

Where, \((x_i', y_i')\) is the real position of node \( i \). In the experiments, each data point is an average of 20 runs of simulations.

A. Network Connectivity

The simulation program was performed on the same type of network as the one shown in Fig. 1(a): 200 nodes with 6 anchors among them are randomly distributed in a \( 10r \times 10r \) square, where \( r \) is the placement unit length. The maximum radio range is from 1.25\( r \) to 2.5\( r \), with an increment 0.25\( r \), which resulted in average connectivity (average number of neighbors) levels 8.4, 12.1, 15.9, 20.5, 25.6, and 30.5, respectively. Fig. 2(a) shows the result of the four algorithms simulated based on ranging with 5\% ranging error. For the connectivity level of 12.1 or above, Stretch algorithm have the MLE lower than 5\%R, and the higher is the connectivity, the higher is the localization accuracy. As the result shows, Stretch algorithm is better than MDS-MAP(P,R), especially for the middle and low connectivity level, and they are nearly have the same result for high connectivity level. For example, at the connectivity level 12.1, Stretch has the MLE of 4.6\%R compared with 5.28\%R for MDS-MAP(P,R). On the other hand, Stretch-S is better than MDS-MAP(P) and has the MLE lower than 10\%R when the connectivity level is higher than 12.1. As showing, stretch process running with shrink process, that is Stretch-S algorithm, is good at finding the initial positions of nodes for mesh relaxation and is of high probability to avoid folds and flips.

Fig. 2(b) shows the result that the four algorithms simulated based on connectivity under the same types of networks as in Fig. 2(a). According to the result, Stretch-S is better than Stretch and MDS-MAP(P). At the connectivity level 12.1, Stretch-S has the MLE of 21\%R compared with 26\%R for MDS-MAP(P,R), and they are nearly have the same results at other connectivity levels. This is because based on connectivity, the shortest path is used as the estimated distance which is very coarse and for Stretch-S, 2-hop connections can supply more constraints than one-hop connections used in refinement process for Stretch. On the other hand, based on connectivity Stretch cannot compare with MDS-MAP(P,R), but is better than MDS-MAP(P) at high connectivity level. So it is better to apply Stretch-S than Stretch under connectivity-based condition, also without refinement, Stretch-S is simpler.

Additionally, the four algorithms have been run on grid networks based on ranging with 5\% ranging error and connectivity respectively. In grid networks, the nodes are placed with 10\%r error, which is a Gaussian noise with zero mean and 10\%r standard deviation and is added to each coordinate of a grid point. The networks contain 100 nodes.
with 4 anchors among them in a 10×10r square. Fig. 3(a) shows a sample network, R=1.5r, which lead to average connectivity level of 5.2. Furthermore, we assume that the four fringe nodes have been configured manually as Fig. 3(a) show, while the centre node is still determined through search process. Fig. 3(b) shows the simulation results for the four algorithms. Based on ranging results, the Stretch has the MLE of 5.68% R compared with 5.76% R for MDS-(P, R), and Stretch-S has the MLE of 9.9% R compared with 10.8% R for MDS-(P). Based on connectivity, Stretch-S again has a better accuracy than Stretch, and is nearly comparable with MDS-MAP(P, R).

B. Ranging Error

To explore the impact of ranging errors on the localization, we performed simulations under different ranging-error conditions. In this experiment, there are 200 randomly distributed nodes in a 10×10r square area, among which 6 anchors are included. Here, R=1.5r, so the average connectivity level is 12.3. The simulations were run at ranging error of 2%, 5%, 10%, 15%, 20%, and 30%, respectively. The results are shown in Fig. 4 for the four algorithms of interest. After comparing the performance of the four algorithms in Fig. 4, we know that, the algorithm Stretch is better than any of the other three algorithms if the ranging error is lower than about 13%, and if not, the performance of Stretch-S and MDS-MAP(P, R) is better, under our experiment conditions. The algorithms Stretch-S and MDS-MAP(P, R) nearly have the same positioning accuracy and behave steadily and excellently even if the ranging error is high.

V. Conclusion

In this paper, we presented a centralized localization method for WSNs. Knowing the estimated distance between one-hop neighbors and a few anchors, it is possible with the proposed method to estimate the positions of nodes in the network. The proposed algorithm is based on mesh relaxation. As demonstrated before, for uniform network, the mesh of the network from four different directions stretches to become a huge one in the proposed method, and then, the mesh is made shrunk. The method is applicable to and good at finding the similar topology of the network, compared to the original one, and it is of high possibility to relax the mesh avoiding folds and flips. It is shown that our method can be applied as ranging-based one if distance measure between neighbors is available or connectivity-based one. Furthermore, our method has better localization accuracy than previous methods. The crucial step in our method is searching for the fringe nodes. In the experiments, it is found that for grid networks and irregular shape networks, the search process above may not find the four correct fringe nodes that should respectively locate in the four directions, which is not conductive to the following stretch process. However, this problem can be solved by configuring the fringe nodes manually.
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