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Abstract-Information and communication technology (ICT) 

profoundly impacts on environment because of its large amount 

of CO2 emissions. In the past years, the research field of "green" 
and low power consumption networking infrastructures is of 
great importance for both service/network providers and 
equipment manufacturers. An emerging technology called cloud 

computing can increase the utilization and efficiency of hardware 
equipments. It can potentially reduce the global CO2 emission. In 
this paper, we propose a virtual network architecture for cloud 
computing. Our virtual network can provide communication 

functions for virtual resources in cloud computing. We design an 
energy aware routing algorithm for our virtual router. We also 
design an efficient method for setting up the virtual network. The 
objective is to build a "green" virtual network in cloud 

computing. 
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I. INTRODUCTION 

Information and communication technology (lCT) has a 
profound impact on economy and environment. According to 
some research reports, in the United State, energy consumed by 
the ICT equipments is roughly 8% of the total energy 
consumption, and it will increase 50% within a decade [8, 9, 
17]. In addition to energy consumption, ICT equipments have 
a large amount of CO2 emissions. According to Gartner, which 
is the world's leading information technology research and 
advisory company, estimation, the ICT equipment is 
responsible for 2% of global CO2 emissions in 2007 [11]. 

In the past years, the research field of "green" and low 
power consumption networking infrastructures is very 
important for both service/network providers and equipment 
manufacturers. Despite ecological issues, the interest of the low 
power research has critical economical needs. Since the 
network's electrical requirements show a continuous growing 
trend over the past years, the energy costs of service/network 
providers have significantly increased [4, 7, 8, 9, 17]. 

Cloud computing is a paradigm that changes the behavior 
in the consumption and delivery of information technology (IT) 
services. Users use web service interfaces to demand resources 
and pay only for the resources that they actually consume [1, 2]. 
In addition to providing on-demand resources, clouds can 
deploy a custom-made environment for a given application. 
With the dynamical provision of resources, cloud computing 
can increase the utilization of resources and hence reduces the 
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number of IT hardware equipments. It can potentially reduce 
the global CO2 emission. Furthermore, without purchasing, 
operating, maintaining, and periodically upgrading local 
computing infrastructures, cloud computing can lower the cost 
of IT services for an enterprise. 

Virtualization is one of the main techniques of cloud 
computing. Virtualization makes abstractions of the resources, 
both hardware and software, of a computer system to simulate 
multiple execution environments. Virtualization can also 
reduce the number of IT hardware equipments [3, 5, 6]. 

Cloud computing shares data and computations through 
scalable networks. The role of the Internet is important in 
cloud computing where computing resources are distributed 
over a wild area network. The operator of the distributed cloud 
computing has to purchase bandwidth from different network 
providers for communicating between the servers deployed in 
various geographic locations. To provision the customized 
environment for a given application or service, in addition to 
the computing resources, the operator has to satisfy the 
network QoS. However, it is difficult to satisfy both computing 
and communicating requirements under different network 
performances and reliabilities [12, 16]. 

Network virtualization can offer an abstraction of the 
network for simplifying resource provisions in cloud 
computing. The operator of cloud computing deploys the 
services over the virtual networks without regard for the 
underlying infrastructure networks. Each service can own a 
customized virtual network. Thus, the network QoS of the 
service can be satisfied. Multiple virtual networks can run 
simultaneously over a single physical infrastructure without 
interfering with each other [3, 5, 6]. Path virtualization 
accelerates the packet forwarding process in the network since 
it can combine multiple channels into a routing path. It can also 
potentially reduce the energy used in routing. 

In this paper, we propose a virtual network architecture for 
cloud computing. Our virtual network can provide 
communications for virtual resources in cloud computing. For 
those who need network resources, we can also provide the 
resources in an on-demand basis. We add some power saving 
mechanisms into the virtual network components such as 
routers and switches. We also design a power aware routing 
algorithm for cloud computing. The algorithm decreases the 
power consumption of the data transmission. We also design an 
energy aware network provision algorithm. Our algorithm is 
efficient and our design can make the cloud more "green". 
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The rest of the paper is organized as follows. Section 2 
surveys the related works. Section 3 introduces the virtual 
network. Section 4 explains the energy aware design. Finally, 
conclusions are given in Section 5. 

II. RELATED WORKS 

In [13], Zhu et al. present a virtual network named Cabernet 
(Connectively Architecture for Better Network Service). They 
use three-layer, service layer, connectivity layer, and 
infrastructure layer, network architecture to lower the barrier 
for deploying new services. The connectivity provider uses 
virtual network to satisfy the network requirements of the 
service provider. In the virtual network environment, the 
service provider can run "intradomain" protocols without 
regard for the many underlying infrastructure networks. Each 
service provider employing a dedicated wide-area virtual 
network can easily deploy new services. Cabinet provides not 
only computing resources, but also the whole virtual network 
to service providers. 

He et al. present dynamically adaptive virtual networks for 
a customized Internet (DaVinci) [14]. Each of their proposed 
virtual network can run customized protocols to optimize 
network performance. Da Vinci can use multiple paths between 
two end hosts to forward packets in order to satisfy the QoS 
requirements. For facilitating to run their virtual network, an 
edge virtual node is established to encapsulate packets. Users 
may use various methods, such as establishing a tunnel to a 
virtual node, configuring a Web browser to use a virtual node 
as a proxy, or DNS redirection, ro connect to a virtual network. 

Bavier et al. present a virtual network infrastructure called 
VINI [5] to facilitate network researchers to evaluate their 
network protocols and services. VINI supports simultaneous 
experiments with arbitrary network topologies on a shared 
physical infrastructure to provide researchers flexibility in 
designing their experiments. Their paper illustrates and tackles 
many important design issues in network virtualization. 

In [15], Restrepo et al. present an energy profile aware 
routing scheme to decrease the energy consumption of the data 
transmission in the Internet. They take the energy consumption 
of equipments and traffic loads into account when the routing 
decision is made. They defme several equations to minimize 
the overall energy consumption of an already dimensioned 
network. The energy profile of a network node is scalable. 
Before making a routing decision, the router has to know all 
energy profiles of nodes in every possible routing path. 
However, in reality, the energy profile will be changed 
constantly. 

III. VIRTUAL NETWORK 

The process of network virtualization is shown in Figure 1. 
Firstly, the network components such as the link, the switch, 
and router have to be virtualized. Tunneling is a technique to 
implement virtual links. And a soft router is used to implement 
the virtual router. Virtual routers can be run on commodity 
hardware such as server-class PCs. When users make a demand, 
a customized virtual network will be provided. The virtual 
network provision is a critical step, since it needs to satisfy the 

requirements of users. Furthermore, it affects the utilization of 
the physical network. 

Virtual Network I 
proviSion " 

Figure I. The process of network virtualization. 

A. Virtual Network Architecture 
The architecture of our virtual network is shown in Figure 2. 

We use a hierarchical structure to build the virtual network for 
facilitating management. In Figure 2, the virtual resource uses 
virtual links to connect to the virtual bridge. The virtual bridge 
can increase flexibility and transferring speed in the virtual 
network. The virtual bridge provides the interface and forwards 
packets for the virtual resources that connect to it. The virtual 
bridge decreases the loading of the virtual router. The virtual 
router forwards packets to the destination. The routing 
algorithm run on the virtual router can be customized. 
Furthermore, the virtual router can also run the routing protocol 
defmed by the user. The resource monitor sends the physical 
network resource information to the virtual network controller 
for deciding resource provision. 

Figure 2. The architecture of our virtual network. 
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The virtual network controller manages the virtual network. 
Our virtual network has two objectives. The first is to provide 
communications for the virtual resources in the cloud. While 
the operator of cloud computing deploys the computing 
resources for a service or user, we have to provide the network 
communication for the deployment. In this case, the virtual 
network controller has to send the routing information to the 
related virtual routers. Another objective is to provide the 
virtual network to the user that needs a customized network to 
run his routing algorithm and protocol. The user uses the user 
interface to demand his requirements such as the number nodes, 
the network topology, and bandwidths. The virtual network 
controller efficiently provides and satisfies the requirements of 
the user. 

B. Virtual Network Implementation 
In this subsection, we describe the implementation 

techniques of the virtual network components. We explain the 
implementation decision we made when building our virtual 
network for cloud computing. 

C. Virtual Links 
Virtual links must be simple, fast, flexible, and isolated. 

Several techniques, such as time-division multiplexing (TDM), 
Multi-Protocol Label Switching (MPLS), and Tunneling, can 
be used to implement the virtual link. TDM is limited by the 
physical substrate. MPLS needs the label switch router to 
forward data. Tunneling uses encapsulation to provide virtual 
links. In tunneling, each packet is encapsulated within the 
packet format of the transit network. Thus, tunneling provides 
a simple method to construct the virtual link. 

Generic Routing Encapsulation (GRE) is a tunneling 
protocol with fixed encapsulation overhead. It is suitable for 
virtual link implementation. However, in cloud computing, 
multiple virtual hosts may run on a computer. To allow 
multiplex virtual hosts on the same network using overlapping 
address space, the virtual link has to support non-IP packet 
transferring. Therefore, we use Ethernet tunnel based on GRE 
to implement virtual links between the virtual host and the 
virtual bridge. Those links between bridges and routers are 
implemented by IP tunnels. 

A virtual link must be isolated from links that belong to 
other virtual networks. Some applications running on virtual 
hosts may overuse the network bandwidth. Two methods are 
proposed to solve this problem. In [3], the authors terminate the 
tunnel in the root context. This method allows the 
infrastructure administrator to restrict users' bandwidths. 
Another method is to run customized traffic-management 
protocol in each virtual network. This solution is more flexible . 
However, this method cannot solve the problem that some 
virtual networks maliciously try to acquire more bandwidths 
and harm the performance of other virtual networks. Our 
network substrate providers are all universities. Most our users 
are researchers in universities. We use the latter method to 
provide the isolation of the virtual link. 

D. Virtual Bridge 
The role of the virtual bridge in our virtual network 

resembles a default gateway. It is responsible for managing the 
virtual hosts connecting to it. Its major function is to receive 
and forwards packet. Entering packets are decapsulated to 
check their destinations. If the destination node of a packet is 
connected to the bridge, it is forwarded directly. Otherwise, it is 
transferred to the virtual router using IP encapsulation. The 
architecture of the virtual bridge consists of the decapulation, 
encapsulation, forwarding engine, and forwarding table. We 
will modify codes from a Linux Open Source to implement the 
virtual bridge. 

E. Virtual Router 
In the last few years, many researches focus on Software 

Router (SR) designs [4, 5, 6]. Linux Software Router provides 
a convenient way to build the virtual router in cloud computing. 
Common criticisms of SR mainly focus on the data plane. 
However, SR provides high flexibility and modularity in cloud 
computing. Nowadays the performance of a general purpose 
computer is significantly improved. The performance gap 
between SR and a dedicated router might not be so large. We 
will implement the virtual router based on Linux SR. The 
generic architecture of the virtual router is shown in Figure 3. 
Each virtual router is composed of the routing table, 
transmission daemon, and the virtual interface. The 
transmission daemon runs the customized routing algorithm. 
Virtual interfaces share the physical interface. In the computer 
with the multi-core CPU, the instruction parallelism profoundly 
affects the performance of the virtual router. We modify the 
related components ofLinux SR to improve the performance of 
our virtual router. 

rOfwarding 
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Figure 3. The architecture of the virtual TOuter. 

F. Virtual Network Provision 
The user interface shown in Figure 2 is a graphic user 

interface (GUI). Users can demand their virtual network 
through this interface. The functions include file, corifiguration, 



and actions. The function file allows users to manage their files. 
Subfunctions under file include new, open, save, and close. 
Users can use corifiguration to setup their network 
specification and task workflow specification. Basically, 
bandwidth, router, bridge, and task are its subfunctions. When 
users finish their proper setup, they can use actions function to 
run their experiment execution. All parameters through the user 
interface are sent to the virtual network controller. 

Functions of the virtual network controller are network 
specification, task workflow specification, and experiments 
execution. The network specification creates the virtual 
network according to the specification of the network 
demanded by the user. The user can use drag-and-drop method 
to create the virtual network. An example of the virtual 
network is shown in Figure 4. The user needs three routers, two 
bridges, and five virtual machines. 

Router 

Figure 4. An example of the virtual network demanded by the user. 

After drawing the virtual network, the user has to setup the 
specifications of these network components. The virtual 
network controller uses the provision algorithm described in 
Subsection 4.C. to create the virtual network. While the 
network has been constructed, the user needs to do task 
workflow specification. The task workflow can be presented by 
an acyclic graph shown in Figure 5. Each circle in Figure 5 
represents a task while the arrow line stands for the execution 
dependence. The user needs to indicate which tasks should be 
executed by the virtual hosts and specifies the order of 
execution. 

Figure 5. An example of the task workflow. 

While doing experiment execution, two methods can be 
used to dispatch commands to virtual machines. The first is 
using shared folders. This method is supported by some virtual 
machines. The second is using the remote invocation. Each 
virtual machine needs to run the Java remote management 
interface in this method. How to communicate between the 

controller and the virtual machine is a major issue in this 
method. We use the shared folder method for its simplicity. 

IV. ENERGY AWARE DESIGN 

A. Engergy Model 
The power consumption of an application in cloud 

computing can be defined as [10]: 

p = p compulalions + P communicalions (I) 

where P compulalions is the power consumed by computing and 
P communicalions is the power consumed by communicating. 

If this application is assigned to N virtual nodes running on 
M physical nodes, Equation 1 becomes 

N M 

�omputations = L ��mputations (Wi) + L ��de (2) 
;=1 j=l 

where pi compUlalion( W
i) is the power consumed by i virtual node 

with Wi workload and pi node is the static power consumed by j 
physical node. The static power consumption of the physical 
node includes the power consumptions of the power supply, 
fans, lights, and peripherals. 

P communicalions is the total power consumed by transferring 
data in the application and it is defined as the following 
equation. 

C 

�ommunications = L P;ath (F; ) 
i=O 

(3) 

where C is the number of communications in the application. 

P;ath(F;) is the power consumption of communication i, and Fi 
is the data flow of the communication. 

A communication path is through several links and routers. 

If a path passes K links, P�th (F;) can be defmed as: 

K K-I 

Pi,ath(F';) = L.�{nk(F';)+ L.P/"uler(F';) (4) 
)=1 )=1 

where �:'k (F,) is the total power consumption through the link 

j and P/"uter(F';) is the power consumption of routerj. 

We defme the bit power Pbil metric as the power consumed 
when one bit of data is transported through a communication 
path. 

K K-l 

P. = " pj +" pj bit L...J link L...J router 
j=l }=1 

(5) 

The power consumption is the requirement of a system at a 
discrete point in time. The energy consumption corresponds to 
the system operational cost. The energy consumption can be 
derived from the equation of the power consumption and is 
computed by 

E= !P.dt (6) 



Applying this to Equation 2, 3, 4, 5, we can get the energy 
equations illustrated in the following. 

(2 
E computations = JI �omputations • dt (7) 

(2 
E communications = J I P communications • dt (8) 

(9) 

(10) 

To decrease the energy consumed by an application, we 
have to minimize both Equations 7 and 8 when deploying 
demanded resources to the application. Three types of services 
are provided by cloud computing. They are Software as a 
Service (SaaS), Platform as a Service (paaS), and Infrastructure 
as a Service (IaaS). For satisfYing the requirement of users, the 
resource provision system of cloud computing needs to 
frequently send the image to the virtual host through the 
network. Thus, in cloud computing, the energy consumption on 
communication is larger than that of other distributed 
computing. 

Many methods focus on reducing energy consumption of 
the computing. Using dynamic voltage and frequency scaling 
on a computer can decrease the energy consumed by the cpu. 
The main idea is to supply lower working voltage or 
frequency to the CPU while the workload is not heavy. In [4], 
the authors use several working modes of the CPU to lower 
the computing energy. Another common method is the sleeping 
mode. A computer is turned into the sleeping mode while idle. 

Several researches on reducing communication energy have 
been proposed. In [15], they propose energy aware routing 
algorithms to decrease communication energy while data are 
routed to their destinations. This method needs the routing 
protocol to support energy profiles delivery. Each router in this 
method uses the energy information carried by control plane 
protocol to calculate energy efficient traffic paths. The traffic 
load also affects the communication energy. Thus, in [15], the 
authors combine energy profiles and traffic loads for routing 
decision in order to reduce communication energy. 

When a virtual host is deployed to an application in cloud 
computing, our virtual networks provide the communication 
mechanism for data transmissions. In this case, since the 
computing resources are deployed, we minimize the 
communication energy shown in Equation 3 to decrease energy 
consumption by the application. Another service of our virtual 
network is the network provision. We provide a whole network 
including communication nodes, routers, and the network 
topology according to the user demand. In such situation, both 
Ecomputations and Ecommunications will be considered to decrease 
energy consumed by the provided network. 

B. Minimizing Communcation Energy 
The communication energy is consumed by the network 

components including physical links, switches, routers, and 
servers, while transferring data. In cloud computing, a virtual 
link consists of several physical links in the substrate network. 

Figure 4 shows the relationship between the virtual network 
and the substrate network. In Figure 6(a), the substrate network 
has 12 nodes and 18 links. A virtual network provided by the 
substrate network shown in Figure 6(a) is shown in Figure 6(b). 
The virtual network has five nodes, B, D, F, I, and K. The 
virtual links are denoted by the red line in Figure 6(b). The 
virtual link between nodes I and B can be constructed by 
several routes in the substrate network. These routes are G, i) or 
(r, 0, a). Usually, the shortest route is selected to forward the 
packet. However, the shortest route may not be the energy 
efficiency route. We use the energy profile of the network to 
decide the routing. 

The energy profiles of two components, the link and the 
router, have to be obtained. The energy profile of the link 
includes all network equipments (e.g. layer 2 switches, racks, 
shelves, fiber convertors) along this link. The energy profiles 
are delivered by the routing protocol. We use the routing 
protocol such as OSPF to create the routing table in the router. 
The traffic load information is sent by the virtual network 
controller shown in Figure 2. We also take the traffic load 
information into account to decrease the energy consumption. 

(a) (b) 

Figure 6. The substrate network and the virtual network. 

Two steps energy consumption is used to calculate the 
energy efficiency routes. The first step is a single virtual link (e. 
g. the virtual link between nodes K and I shown in Figure 6(a)). 
In this step, all nodes in Figure 6(a) have to calculate the 
energy efficiency routes to other nodes. In the second step, we 
calculate the virtual route using the routing information from 
the virtual nodes. Thus, each virtual network has to run its 
routing protocol. 

C. Minimizing Computation Energy 
When providing a virtual network, both Ecomputations and 

Ecommunications can be minimized to decrease the energy 
consumption. While the user demands a virtual network, we 
search the available network resources to create the virtual 
network that meets the user's requirements, such as the 
topology, the number of nodes, and link bandwidth. In the 
searching process, we calculate the probable power 
consumption using the energy profiles of the resources and 
Equations 2 and 3. In Equation 3, we minimize the number of 
commodity hardware to decrease the static power consumption 
of the computation. However, minimizing the static power 
consumption of the computation may increase the energy 
consumed by the communication. 



Figure 7 shows an example of the provision process. In 
Figure 7, nodes A, B, and G, are assigned to the virtual nodes 1, 
2, and 5, respectively. To provide virtual node 4, we have to 
search available resources to calculate the probable energy 
consumption. If the number of available resources is R, the 
worst case complexity of the provision algorithm is OCR!). We 
use the heuristic approach to fmd an approximate solution. 

The provision problem can be reduced to the subgraph 
mapping problem. To design our algorithm, we defme two 
graphs. 

Definition 1. A substrate network (SN) is a weighted 
digraph SN(R, E), where R is a set of resource nodes, 
R={ (ri,rj) I riER, l'jER} is a set of links. For each eiJ = (ri' rj) 
in E, there is a weight Wi,j which represents the energy 
profile of link ei,j' 

Definition 2. A virtual network (VN) is a weighted digraph 
VN(V, L), where V is a set of virtual nodes, L={ (Vi,Vj) I 
ViE V, l'jE V} is a set of virtual links. For each liJ = (Vi, V) in L, 
there is a weight PiJ which represents the energy profile of 
virtual link liJ. 
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Figure 7. An example of the provision process. 

A virtual resource is regarded as a resource node in 
Defmition 1. We sort all available resources according to their 
communications energies and push the result to the unassigned 
stack in increasing order. The smallest is placed at the top of 
the stack. We pop the stack to assign a virtual resource in the 
SN to a virtual node in VN .  After assigning, both related 
communication and computation energy are calculated. Such 
assignment has to satisfy the bandwidth requirement. A virtual 
resource is assigned to all unassigned virtual node. We select 
the result that has the minimal energy consumption. After a 
virtual resource has been assigned to a virtual node, we pop 
another virtual resource to continue assigning. The assigning 
process is repeated until all virtual nodes have been assigned. 
Our provision algorithm is shown as the following. 

Provision (SN(R, E), VN(V, L), Bandwidth requirement): 

Step 1. Set initial value 00 to v,, \iv, E V .  Set Min =00. 

Step 2. Sort all available ri ER according to 'Lei,j . Store the result to 

the unassigned stack in increasing order. The smallest is 
placed at the top of the stack. 

Step 3. Pop a node r from the unassigned stack. 

Step 4. Select an unassigned v E V. 
Step 5. Establish all related I EL in the VN for this v. 

Step 6. Calculate all Pij' 'LPij, and bandwidths of related links. 
Step 7. If the bandwidth of related links cannot satisfy the 

requirement, goto Step 11. 
Step 8. If'LPij < Min, Min='LPij and assign this r to this v. 

Step 9. If all unassigned v have been selected, go to step 11. 
Step 10. Select another unassigned v E V, go to step 5. 
Step 11. If there is unassigned v E V, go to step 4 

V. CONCLUSIONS 

In this paper, we focus on building the virtual network in 
cloud computing. To facilitate network management, our 
virtual network is constructed using an hierarchical structure. 
We also virtualize the network components such as links, 
bridges, and router. Our virtual network can provide the 
communication between virtual hosts with flexibility. 
Furthermore, the virtual network provided by us can run the 
customized routing protocol. 

To decrease energy consumption, we present a routing 
algorithm with energy awareness. We estimate the energy 
consumed by the network component to decide the packet 
forwarding route. In this algorithm, we can minimize the 
energy consumption of the communication. We also design an 
energy aware provision algorithm to decrease the energy 
consumed by the virtual network. 

As cloud computing becomes more wide-spread, energy 
efficiency will become more important. The green virtual 
network architecture proposed in this paper is just a beginning. 
More research needs to be done to make it more efficient and 
to measure the actual performances. 
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