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## Abstract


#### Abstract

Trajectory tracking and obstacle avoidance lies at the heart of autonomous navigation for mobile robots. In this paper, a control architecture for trajectory tracking while avoiding obstacles and controller tuning is proposed for a differential drive mobile robot (DMR). The framework of optimization algorithm is inspired by the food search behavior of beetles using their antennae. Path planning and controller tuning still remain computationally demanding tasks despite of the proposed algorithms existing today. Here, we propose a metaheuristic optimization algorithm to solve these two problems by choosing appropriate objective functions. Our bio inspired approach unifies path planning and controller tuning problems by minimizing the respective cost functions and solving the optimization problem efficiently. Trajectory tracking problem is based on the difference of the current and next pose of the robot while obstacle avoidance is achieved on the principle of maximizing the minimum distance between the robot and obstacle in the path of the robot. The proposed architecture is simulated in V-REP environment using MATLAB. Simulation results have verified that beetle antennae search can successfully plan and track the reference path by tuning the PID controller efficiently.
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## 1. Introduction

While performing navigation in previously unseen environments, robotic agents must localize themselves by perceiving their surroundings, plan a safe trajectory to reach the desired goal and control their motion along the way[1]. Path planning includes finding a shortest and an obstacle free path while motion control involves setting the joint target velocities so that the robot follows the desired path. Path planning is an intricate task for autonomous navigation of mobile robots[2] and becomes more challenging in unstructured environments with no prior knowledge. Therefore, path planning has been a hot spot in many fields including intelligent robotics research and a considerable number of research issues have been studied

[^0]in this area[3-6]. In recent times various path planning algorithms have been proposed such as dijkstra, probabilistic road maps, $\mathrm{A}^{*}$, rapidly exploring random trees (RRT), genetic algorithms, and particle swarm optimization to name a few[7-10]. Despite of many proposed solutions and their eminent advantages, advanced discoveries reveal that these methods have several inherent weaknesses[11][12]. Main hurdles remain computational complexity, adaptability, time constraint, and convergence on local optima[13]. Since obstacle avoidance is quite challenging task, many approaches are proposed by different researchers to solve this problem[14]. For example, although Bug1 algorithm[15] is simplest and easy to implement however it spends excessive amount of time around the obstacle. Another approach developed by Mr. Khatib called Artificial Potential field in which robot is considered as a point and it gets repelled from obstacles[16]. The main problem with this method is that the robot can get trapped in local optima. In addition to these
obstacle avoidance algorithms some other algorithms can be found in[17-21]. Mobile robot path planning approaches can be classified in two broad categories based on the availability of prior information. These include global planning and local planning[22, 23]. Global path planning works by planning a trajectory in an environment where position and the vertices of the obstacles are known. In contrast, local path planning is based on the current information of the robot and priori information of the obstacles is not available. A recent study undertaken by Nitin and Chinmay discusses various classes of path planning algorithms along with their variants[24]. In addition to trajectory planning, motion of the robot is required to be controlled to ensure it follows the desired path[25-27]. Various control techniques have been proposed by the scientists over the years, such as PID, optimal and model predictive control. In this paper, PID controller is adopted which is a widely used across many other industrial applications[28-30]. For proper functioning optimal parameters of the controller are needed and thus it must be tuned[31-33]. Conventionally, Zeigler and Nichols method [34] works well for wide range of applications however, it's prone to overshoot and changes in system or environment dynamics and therefore needs to be retuned. With advanced computational techniques, new methods for parameter tuning have been proposed for optimal performance[35-37]. Some of them include Genetic Algorithms (GA)[38], fuzzy systems[39], Eagle Perching Optimizer[40], Ant Colony Optimization (ACO)[41], artificial neural networks (ANN)[42], Particle Swarm Optimization (PSO)[43], bio-inspired neural networks[44] and artificial immune systems. Some of these algorithms such as PSO and ACO are nature inspired evolutionary algorithms which are based on the principle of survival of the best solutions found by communicating personal best with global best positions[45, 46]. Russel and Kennedy, in 1995, developed particle swarm optimization algorithm which mimicked the behavior of swarm populations[47]. Another such algorithm inspired by egg laying behavior of cuckoo called Cuckoo Search (CS) was developed by Yang in 2009[48]. Not all algorithms perform well with all classes of optimization problems. BAS has successfully been tested for fraud detection in trade, control of surgical robots, distributed control of robots and redundant manipulators[49-52]. In this paper we attempt to address two different constraint optimization problems[53].

- Planning an obstacle free shortest path for a differential robot to reach the goal.
- The robot should track the time varying reference trajectory based on kinematic model by tuning a PID controller.
- Non-Holonomic constraints and rotational speed limit of mechanical joints are observed.

To solve these problems, we have proposed a nature inspired beetle antennae search (BAS) algorithm. BAS is a metaheuristic optimization algorithm inspired by the food search behavior of beetles[54]. There are several advantages of using BAS over other previously mentioned algorithms such as Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO)[13].

- Algorithms such as PSO, GA, and ACO use swarm of particles. These swarms explores the search space and either one of the particle, as in PSO, or all of them, as in GA, move toward the global minimum by communicating. Whereas, in contrast, BAS is a single particle algorithm.
- As BAS is a single particle algorithm and requires less parameters to be adjusted, therefore it is computationally efficient, robust, immune to local minima and easy to implement.
- Time and space complexity of swarm algorithms is dependent on the population size and problem dimension whereas the complexity of BAS is polynomial in time [55].
- Comparison with other algorithms such as PSO, and its real-world applications such as portfolio optimization[56-58] and control of UAV for obstacle avoidance [59] shows that BAS is the state-of-the-art bio-inspired algorithm.

Our algorithm solves the two different optimization problems simultaneously which corroborates the adaptability and robustness of our algorithm for different optimization problems. Our main contributions in this paper are as follows.

- Our proposed algorithm successfully plans a smooth, obstacle free trajectory to reach the goal and controls the robot motion to track the reference trajectory.
- Objective function we used minimizes the tracking error while the penalty function used in our algorithm rewards the optimizer, rather than acting passively, for avoiding obstacle by maximizing the minimum distance between the robot and the obstacle.
- We tested our algorithm on Pioneer-P3Dx platform provided in the V-rep environment and simulation shows the successful implementation as the robot is able to reach the goal while tracking the reference trajectory.

The following table gives the abbreviations and nomenclature adopted throughout the paper:

| DMR | Differential Mobile robot |
| :---: | :---: |
| BAS | Beetle Antennae Search |
| PSO | Particle Swarm Optimization |
| NP | Non-deterministic polynomial time |

### 1.1. Kinematics and unicycle model of the DMR

A differential drive mobile robot consists of two wheels which are independently driven of each other and are mounted on the common axis which is perpendicular to the orientation of the robot. It is worth mentioning that here we have considered only kinematic model and actual inputs, i.e force and torque, to the wheels are ignored to avoid dynamics of the system [60]. For this, it is assumed that motors are powerful enough to realize $V$ and $\omega$ instantaneously. The position of robot can be controlled by changing the velocities of the two wheels. When one of the wheels turns slower than the other, DMR turns in that direction. The robot model which treats the robot as rigid body and relates left and right wheel velocities to the position and orientation is given by the following equations.

$$
\begin{align*}
x^{\prime} & =\frac{R}{2}\left(v_{r}+v_{l}\right) \cos (\theta)  \tag{1}\\
y^{\prime} & =\frac{R}{2}\left(v_{r}+v_{l}\right) \sin (\theta)  \tag{2}\\
\theta & =\frac{R}{L}\left(v_{r}-v_{l}\right) \tag{3}
\end{align*}
$$

The figure 1 shows the kinematic model of differential drive mobile robot.


Figure 1. Kinematic model of the DMR

Odometry is used to determine the robot's state in the environment i.e pose of the robot[61]. Wheel encoders keep track of the revolutions and give the information
of how far each wheel has travelled for a short time scale. When a robot changes its pose, its new position and orientation ( $x^{\prime}, y^{\prime}, \theta$ ) are needed to be determined from its previous pose as measured from the center of the robot. Let's consider the left and right wheels of the robot have moved a distance of $d_{l}$ and $d_{r}$ from its initial pose, then the distance moved by the center $d_{c}$ of robot can be computed as:

$$
\begin{align*}
& d_{c}=\frac{d_{l}+d_{r}}{2}  \tag{4}\\
& \Delta \theta=\frac{d_{r}-d_{l}}{2}  \tag{5}\\
& \Delta \theta^{\prime}=\theta-\Delta \theta  \tag{6}\\
& x^{\prime}=x+d_{c} \cos (\theta)  \tag{7}\\
& y^{\prime}=y+d_{c} \sin (\theta) \tag{8}
\end{align*}
$$

Here we have adopted unicycle model of the robot for simplicity which is based on the particle motion and takes into account only forward velocity and direction of motion of our robot. Here velocity and orientation are related to the position of the robot in world frame as:

$$
\left[\begin{array}{l}
x^{\prime}  \tag{9}\\
y^{\prime} \\
\theta^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\cos (\theta(t)) & 0 \\
\sin (\theta(t)) & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
V(t) \\
\omega(t)
\end{array}\right]
$$

Jacobian matrix defines the relation between forward and rotational velocities of the unicycle model to the left and right wheel velocities of the actual robot. If $\mathbf{p}$ is the pose of the robot and $\mathbf{q}$ vector contains the wheel velocities than unicycle velocity vector is given by:

$$
\begin{equation*}
V_{u}=\frac{\partial p}{\partial q} \frac{\partial q}{\partial t}=J \frac{\partial q}{\partial t} \tag{10}
\end{equation*}
$$

In the above equation $J$ represents the Jacobian matrix and $V_{u}$ contains forward, lateral, and rotational velocities of the unicycle model. This equation describes the relationship between forward velocity $V$ and rotational velocities. From this equation it is evident that the robot's forward velocity $V$ and rotational velocity $\omega$ are equal to the product of Jacobian matrix with left and right wheel's velocities. To meet the non-holonomic constraint of the robot, there is no motion in lateral direction of the wheels. Thus, forward and rotational velocities are given as:

$$
\begin{align*}
V & =\frac{R}{2}\left(v_{l}+v_{r}\right)  \tag{11}\\
\omega & =\frac{R}{L}\left(v_{r}-v_{l}\right) \tag{12}
\end{align*}
$$

Two components of the robot velocity given by the above equations in body attached frame are related to
left and right wheel velocities by $J$ matrix as:

$$
\left[\begin{array}{c}
V  \tag{13}\\
\omega
\end{array}\right]=\left[\begin{array}{cc}
\frac{R}{2} & \frac{R}{2} \\
\frac{R}{L} & \frac{-R}{L}
\end{array}\right]\left[\begin{array}{c}
v_{r} \\
v_{l}
\end{array}\right]
$$

Hence

$$
J=\left[\begin{array}{cc}
\frac{R}{2} & \frac{R}{2}  \tag{14}\\
\frac{R}{L} & -\frac{R}{L}
\end{array}\right]
$$

Also, we have a maximum rotational speed $v_{m} a x$ that can be achieved from mechanical actuators of the DMR. The speed commands to left and right motor should be less than this value to avoid any mechanical failure. This can be written as:

$$
\begin{equation*}
v_{r}<v_{\max }, \quad v_{l}<v_{\max } \tag{15}
\end{equation*}
$$

Wheel radius and distance between the wheels of the DMR is given as:

| Parameters | Value |
| :---: | :---: |
| $R$ | 2 cm |
| $L$ | 33 cm |

The remainder of the paper is structured as follows. Section-2 explains the kinematics of the robotic platform and goes on to formulate the objective functions for the optimization problems. In section3 we discuss our proposed nature inspired algorithm along with its implementation to solve the problem. In section 4, we employed our algorithm to simulate it on the test platform and discussed the results. Finally in section- 5 we conclude our article with final remarks.

## 2. Problem formulation

Next, we will discuss the trajectory tracking, obstacle avoidance and controller tuning problem with their objective functions.

### 2.1. Trajectory Tracking

To reach the desired goal, DMR must follow a reference trajectory as calculated by beetle antennae search algorithm. For the robot to follow a desired path in its environment, its cartesian space coordinates should change as per the reference trajectory. If the pose of the robot in global co-ordinates is given by the vector $\mathbf{p}(\mathbf{t})=[x, y, \theta]^{T}$ and reference trajectory is given by $\mathbf{p}_{\text {ref }}(\mathbf{t})=[x, y, \theta]^{T}$, than the error between the actual and reference pose is calculated as $h_{t}(t)=\mathbf{p}_{\text {ref }}(\mathbf{t})-\mathbf{p}(\mathbf{t})$. As the states of the robot evolves with time, the trajectory tracking problem is formulated as an optimization problem with the goal to minimize the error distance between the actual pose and reference trajectory. Thus, the optimization problem is formulated as:

$$
\begin{equation*}
\min \mathbf{h}_{\mathbf{t}}\left(\mathbf{p}(\mathbf{t}), \mathbf{p}_{\mathrm{ref}}(\mathbf{t})\right) \tag{16}
\end{equation*}
$$

While tracking the reference trajectory, objective function $\mathbf{h}_{\mathbf{t}}($.$) minimizes the error, which is given as:$

$$
\begin{equation*}
\mathbf{h}_{\mathbf{t}}\left(\mathbf{p}(\mathbf{t}), \mathbf{p}_{\mathrm{ref}}(\mathbf{t})\right)=\left\|\mathbf{p}_{\text {ref }}(\mathbf{t})-\mathbf{p}(\mathbf{t})\right\|_{2} \tag{17}
\end{equation*}
$$

### 2.2. Obstacle avoidance

Often robots have to perform in an unseen environment which contain static and moving objects. Avoiding these obstacles while maintaining an optimal path is a crucial task for safe operation of the robot in its environment. The trajectory tracking problem does not incorporate obstacle avoidance and thus it needs to be addressed separately. Obstacle avoidance problem is based on the principle of maximizing the minimum distance between the robot and the obstacle[51]. This leaves us with another optimization problem which is modelled by the following equation:

$$
\begin{equation*}
\min \mathbf{h}_{\mathbf{o}}(O b s, \mathbf{p}(\mathbf{t})) \tag{18}
\end{equation*}
$$

In the above equation $O b s$ is the obstacle defined by $O b s \in \mathbb{R}^{1 \times 2}$ and robot position is given by $\mathbf{p}$. Here we have adopted an efficient approach of Gilbert-JohnsonKeerthi (GJK) algorithm which calculates the minimum distance between the obstacle and robot and is given as:

$$
\begin{equation*}
\operatorname{dis}(O b s, \mathbf{p}(\mathbf{t}))=G J K(O b s, \mathbf{p}(\mathbf{t})) \tag{19}
\end{equation*}
$$

GJK algorithm works by computing the minimum distance between the closest vertices of the arbitrary shaped convex objects. It can be easily extended to handle concave shapes formed by combining different convex polygons. Now we are able to formulate our optimization problem which is based on maximizing the minimum distance between the DMR and the obstacle, concretely:

$$
\begin{equation*}
\mathbf{h}_{\mathbf{o}}(O b s, \mathbf{p}(\mathbf{t}))=\frac{1}{\min \operatorname{dis}(O b s, \mathbf{p}(\mathbf{t}))} \tag{20}
\end{equation*}
$$

The denominator of the above equation calculates the minimum distance, and its reciprocal gives the maximum value. Here DMR is considered as a point object, and this assumption leads to an additional constraint which requires us to incorporate a distance greater than the base radius $b$ of the robot.

$$
\begin{equation*}
G J K(O b s, \mathbf{p}(\mathbf{t}))>b \tag{21}
\end{equation*}
$$

Thus, the final optimization problem for the obstacle avoidance is a combination of maximizing of the minimum distance and base radius of the robot and is now defined as:

$$
\begin{equation*}
\mathbf{h}_{\mathbf{o}}=\frac{1}{\min \operatorname{dis}(O b s, \mathbf{p}(\mathbf{t}))} \text { s.t } G J K(O b s, \mathbf{p}(\mathbf{t}))>b \tag{22}
\end{equation*}
$$

Now we are in a position to concretely formulate our optimization problem.

### 2.3. Overall objective function

In the previous sections, we have separately defined our objective functions for tracking a reference trajectory and avoiding obstacles. Now before we move on to our overall objective function we have joint angle limits constraint associated with the mechanical actuators of the robot. Motor joints are only capable to work between upper and lower limits of certain joint angles. These limits are dependent on the design of actuators and motor joints must operate between these limits. This leaves us with joint angles limits constraint and it can be stated as:

$$
\begin{equation*}
\theta^{-}<\theta(t)<\theta^{+} \tag{23}
\end{equation*}
$$

Now we are in a position to combine these objective functions to formulate our overall optimization problem with objective function $\mathbf{h}($.$) which is given as:$

$$
\begin{equation*}
\min \mathbf{h}\left(\mathbf{h}_{\mathbf{t}}(\mathbf{t}), \mathbf{h}_{\mathbf{o}}(\mathbf{t})\right) \tag{24}
\end{equation*}
$$

Essentially, our goal is to minimize the following objective function while constraints $G J K(O b s, \mathbf{p}(\mathbf{t}))>b$ and $\theta^{-}<\theta(t)<\theta^{+}$are satisfied:

$$
\begin{equation*}
\min \mathbf{h}\left(\mathbf{h}_{\mathbf{t}}(\mathbf{t}), \mathbf{h}_{\mathbf{o}}(\mathbf{t})\right)=\beta_{1}\left\|\mathbf{p}_{\text {ref }}(\mathbf{t})-\mathbf{p}(\mathbf{t})\right\|_{2}+\frac{\beta_{2}}{\operatorname{dis}(O b s, \mathbf{p}(\mathbf{t}))} \tag{25}
\end{equation*}
$$

In the above objective function $\beta_{1}$ and $\beta_{2}$ are the respective weights that influence the impact for trajectory tracking and obstacle avoidance outputs. Values of the $\beta_{1}$ and $\beta_{2}$ constants are paramount to the proper functioning of the algorithm. With that, we have now our fully developed optimization problem. The optimization algorithm presented next will be able to generate an optimal obstacle free path by minimizing this objective function.

### 2.4. Controller loss function

Manual tuning of the PID controller is painstaking and a time-consuming task. A widely used Ziegler-Nichols's method can sometimes result in larger overshoots and is not an optimal approach. With accelerating computational power in recent times, several evolutionary algorithms such as particle swarm optimization and genetic algorithms have been used to achieve optimal controller performance. Here we will use Beetle Antennae Search, an intelligent metaheuristic optimization algorithm to find the controller gains. Controller loss function, also referred as performance index, determines how far the error is from the set point and thus gives a quantitative measure of how well the controller is tuned. Here are four commonly
used performance indices [43].

$$
\begin{align*}
I A E & =\int_{0}^{\infty}|e(t)| d t  \tag{26}\\
I T A E & =\int_{0}^{\infty} t|e(t)| d t  \tag{27}\\
I S E & =\int_{0}^{\infty}(e(t))^{2} d t  \tag{28}\\
\text { ITSE } & =\int_{0}^{\infty} t(e(t))^{2} d t \tag{29}
\end{align*}
$$

Integral absolute error simply sums up the areas which are above and below the set point. In case of penalizing the errors at later stage $I A E$ is multiplied with time so that its integral becomes larger with time. In this paper square of the error is integrated over time to punish the larger errors. Integral time squared error (ITSE) function is used to penalize both larger errors and errors at the later stage. With ISE performance index, BAS tries to seek gains for proportional, integral, and derivative terms so that the loss function is minimized. Thus, using this performance index, PID gains are adjusted to reach the desired velocity.

## 3. Proposed Algorithm

In this section, we will formulate the framework of BAS and then we use it for solving the path planning problem for DMR. Finally, we use BAS to tune PID controller automatically. Traditional optimization algorithms such as gradient descent work well for continuous functions only and are also computationally expensive. Also, these algorithms can converge on a local minimum and therefore can't be used for non-convex problems. Here we will use Beetle Antennae Search algorithm (BAS) to solve our optimization problem. BAS is a nature inspired metaheuristic optimization algorithm based on the food search behavior of the beetles. Unlike particle swarm optimization that uses swarms of particles to converge to the global optimum BAS stems from the foraging behavior of the beetles. By using its two antennae beetles sense the smell intensity and move in the direction of higher intensity which helps them locate their food. Inspired by this incredible sense of smell of beetles, BAS works by randomly initializing a search direction and calculating the difference of objective function value. At this stage, it's decided in which direction value of the objective function improves and a new direction vector is estimated. This process is repeated until the goal is reached. The main loop of the algorithm terminates if the goal is reached, or the maximum allowed number of iterations are reached. Next we present a step by step procedure of solving an optimization problem using BAS.

```
Algorithm 1 Beetle Antennae Search
    Input: Given an Objective function \(\min f(x)\)
    Initialize:
    \(T \leftarrow 100 ; \quad\) \% Number of iterations
    \(l \leftarrow 0.3 ; \quad\) \% Step-size
    \(\delta \leftarrow 0.99 ; \quad\) \% Step controlling factor
    \(d_{o} \leftarrow 0.9 ; \quad\) \%Antennae length
    Initial random vector \(\vec{b}\)
    Output: \(x_{\text {best }}, f_{\text {best }}\)
    For \(t=1 \leftarrow T\)
        Generate random vector \(\vec{b}=[0,1]\)
        Compute the objective function \(f(x)\).
        if \(f(x)<f_{\text {best }}\)
            \(f_{\text {best }}=f(x)\)
            \(x_{\text {best }}=x\)
        end if
        Move in the estimated direction
        Return \(x_{\text {best }}, ~ f \overrightarrow{f_{\text {best }}}\)
    end For
```


### 3.1. Path Planning

Other than perception and motion control problems, path planning is of paramount importance, and it has been a point of discussion for quite a while in academia particularly in the field of autonomous navigation of mobile robots. Since path planning is a non-deterministic polynomial time (NP) hard problem and its complexity depends on the degrees of freedom of the system. A good path planning algorithm must ensure the following four conditions. If exists, it should always be able to find an optimal path in static environment. The algorithm should be expandable to find path in dynamic environments. Additionally, it should minimize storage requirements and thus be computationally inexpensive. In this section, we will use Beetle Antennae Search algorithm to make the robot reach its goal without colliding into obstacles and reduce computational burden on CPU.

A path generated must meet the conditions of completeness and optimality to successfully solve the path planning problem. By completeness it's meant that if there exists a path between two points than the algorithm must be able to generate a solution. Optimality constraint ensures that the path generated should have minimum distance while avoiding any obstacles. Obviously, path doesn't need to be optimal if any one of the objective constraints are compromised.

As with any optimization algorithm, hyper-parameter tuning remains imperative for successful implementation of BAS. Here we tried several values for step size $l$, step controlling factor $\delta$, antenae length $d_{o}$ and number of iterations $T$ before using them. The optimization of these hyper-parameters is a separate optimization problem which is not the main focus here. Initial values
for the robot's X and Y co-ordinates are randomly initialized inside the 2D space $S\left(S=\mathbb{R}^{2}\right)$ and obstacles lie within this space $S$ such that $O b s \in S$. It is also assumed that the obstacle and goal position remain fixed during the search. The goal position is provided to the algorithm as $X_{g} \in \mathbb{R}^{1 \times 2}$ and BAS starts to explore the space. We have modelled the DMR and obstacles as a point objects with a safety radius which is an added constraint to our overall objective function as shown in the previous section. With the current and goal positions known, BAS samples through the workspace $S$ and generates shortest trajectory along with ensuring the obstacle avoidance condition is satisfied.

On each iteration, BAS performs random sampling, and left and right direction vectors are estimated to find the objective function value at that point. In each next step, an if condition is checked to find if the current estimated vector decreases the value of the objective function, such that $f<f_{\text {min }}$. Values of $x_{\text {best }}$ vector are only updated when if condition is satisfied. Finally main loop is terminated either if the goal point is reached or if the maximum number of iterations are reached. The vector $x_{\text {best }}$ represents the set of optimal or near optimal waypoints and is given as input to the controller.

### 3.2. Controller Tuning

PID controllers are extensively employed throughout various industries and therefore choosing optimal gains for proportional, integral, and derivative terms remains a point of interest. Conventional methods of PID tuning are either iterative or require algorithms that are computationally expensive and consequently the significance of controller tuning using simpler algorithm can't be condoned. Here, controller receives the error between the desired and current heading direction of the robot. This error is transformed to rotational velocity required to decrease the error as the output signal of the controller. The error is only computed if the distance of the robot is greater than the threshold distance value $d_{g}$.

$$
\begin{equation*}
\omega=K_{p} e+K_{i} \int_{0}^{t} e d t \tag{30}
\end{equation*}
$$

For the robot to follow the desired trajectory, $K_{p}$ and $K_{i}$ controller gains must be chosen carefully. Here Beetle Antennae Search algorithm is used to search for these gains using the ISE performance index as an objective function. The range of the PID parameters is set between 0 to 100 and BAS yields the values for proportional and integral gains that minimize the cost function. The update rule for $x_{\text {best }}$ variable remains the same as in case of path planning which ensures the value of output variable is only updated if the $x_{\text {new }}$ is better than the previous value and is kept same if
it increases the value of objective function. Next, we present the BAS implementation for path planning and controller tuning for our robotic platform.

```
Algorithm 2 BAS Path Planning and Controller Tuning
    Input: Given the Objective functions
            \(\mathbf{h}\left(\mathbf{h}_{\mathbf{t}}(\mathbf{t}), \mathbf{h}_{\mathbf{o}}(\mathbf{t})\right), \int_{0}^{\infty}(e(t))^{2} d t\)
    Initialize:
    \(T \leftarrow 100 ; \quad \%\) Number of iterations
    \(l \leftarrow 0.3 ; \quad\) \% Step-size
    \(\delta \leftarrow 0.99 ; \quad\) \% Step controlling factor
    \(d_{0} \leftarrow 0.9 ; \quad\) \%Antennae length
    Start position \(\mathbf{p}=\mathbf{x}\)
    Goal position \(\mathbf{p}_{\mathrm{g}}\)
    Obstacle defined by Obs
    Output: \(x_{\overrightarrow{\text { best }}}, \overrightarrow{f_{\text {best }}}\)
    For \(t=1 \leftarrow T\)
        Generate random vector \(\vec{b}=[0,1]\)
        Direction Vector \(x^{r}, x^{l}=x \mp l \times \vec{b}\)
            \(x_{\text {new }}=x+d_{0} \operatorname{sign}\left(f\left(x_{l}\right)-f\left(x_{r}\right)\right) \vec{b}\)
            if \(f(x)<f_{\text {best }}\)
                    \(\mathrm{f}_{\text {best }}=f(x)\)
                \(x_{\text {best }}=x\)
            end if
            Move in the estimated direction
            Return \(x_{\overrightarrow{\text { best }}}, f \overrightarrow{f_{\text {best }}}\) where \(x_{\text {best }}=\overrightarrow{p_{\text {ref }}}\)
    end For
    For \(k=1 \leftarrow \operatorname{size}\left(x_{\text {best }}\right)\)
        if \(d<d_{g}\)
            break
        else
            Calculate desired direction \(\theta_{d}\)
            Heading direction error e
            Generate random PID gains
            For \(j=1 \leftarrow T\)
                Generate random vector \(\vec{b}=[0,1]\)
                    Direction Vector \(x^{r}, x^{l}=x \mp l \times \vec{b}\)
                    \(x_{\text {new }}=x+d_{o} \operatorname{sign}\left(f\left(x_{l}\right)-f\left(x_{r}\right)\right) \vec{b}\)
                    if \(f(x)<f_{\text {best }}\)
                        \(\mathrm{f}_{\text {best }}=f(x)\)
                        \(x_{\text {best }}=x\)
                    end if
```



```
            end For
        Calculate \(\omega\)
        Calculate \(\left[v_{r}, v_{l}\right.\) ]
    end For
```


## 4. Simulation and Results

We used our algorithm, written in MATLAB, on Pioneer-P3Dx platform provided in the virtual robotic simulator V-REP environment. V-REP provides the
virtual environment along with handling forward and inverse kinematics of the robot using "ODE" physics engine. These settings offer real world constraints to test our algorithm. Remote API functions are used for communication between MATLAB and the V-REP environment. The hyperparameters, antennae length, step size, number of iterations and step controlling factor are defined in the MATLAB. Schematically, figure 2 represents the integration of MATLAB with V-REP along with different components of the simulation below.


Figure 2. Schematics of path planning and control framework

The novelty of this work is the adaptability of our algorithm to solve two different optimization problems with bare minimum change of objective functions. It is evident that PID tuning, and path planning are two separate problems with different constraints and our proposed algorithm successfully solves these different optimization problems. In case of path planning, first we attempted to achieve the go-to-goal objective without any obstacle along the way and after that obstacle was introduced in the robot's path to solve for the complete path planning problem. Automatic tuning of PID controller is achieved while simultaneously solving the path planning problem. Here we will discuss results for both approaches in which PioneerP3Dx navigates towards the goal. The following figure 3 shows the simulation of Pioneer-P3Dx while navigating towards the goal in the V-rep environment.


Figure 3. Trajectory tracking in VREP environment

In path planning part, a set of waypoints is generated corresponding to the optimal path for driving the Pioneer-P3Dx to its goal position. First go-to-goal objective is achieved without any obstacles in the way. Here the start and goal positions are given by $\mathbf{p}=[0,0]$ and $\mathbf{p}_{\mathbf{g}}=[5,5]$. These waypoints for the planned path are plotted in excel which are depicted by the figure X. After that, an obstacle is introduced along the way and then the path planning problem is solved for the same start and goal positions. The following graphs in figure 4 shows the way points generated by the BAS from origin to the goal position in case of when there is no obstacle along the way and when an obstacle is introduced respectively.


Figure 4. Solution of Go to Goal optimization in an obstacle free [Left] and with obstacles along the way [Right]

In case of controller tuning, at each iteration, the desired and current heading direction is calculated based on the way points generated and the current position as retrieved from V-rep. PI controller adjusts the heading direction by varying the angular velocity $\omega$ of the tires. Since the linear velocity is kept constant therefore the robot keeps moving towards the target until the distance between the robot and goal is less than $d_{g}$. The conventional tuning methods such as Ziegler-Nichols's method result in undesirable settling times along with larger overshoots. The below table shows the controller gains obtained with manual tuning along with optimized BAS-PI parameters.

## 5. Conclusion

This work presents a solution to path planning and controller tuning problems for a differential mobile robot. Our method formulates two optimization problems by carefully choosing objective functions for trajectory tracking, obstacle avoidance and PID controller. A commonly used bio-inspired algorithms such as Particle Swarm Optimization uses a swarm of particles which are time consuming and computationally expensive. We used a metaheuristic algorithm called Beetle Antennae Search based on random search method to solve these two optimization problems. We tested our approach to reach a goal by avoiding obstacles and simulated on Pioneer-P3Dx platform provided in V-rep environment. Our approach successfully plans a path and optimized the controller to track the trajectory.

However, in this paper, it is assumed that the obstacles and environment are static with respect to the robot. Thus it can be further extended to solve the path planning problem in dynamic environments. Another direction could be to solve multi-robot path planning problem by minimizing the arrival time of the robots. To further reduce the computational work, fidelity of the optimization can be intelligently controlled in future.
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