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Abstract

This paper presents a novel methodology for locating the workpiece coordinate system origin (WCS) on three-
axis computer numerical control (CNC) milling machines. The proposed approach uses computer vision
techniques to detect geometric features on the workpiece and calculates zero-point coordinates through
pixel-based adjustment and coordinate transformation matrices. The method includes a calibration process
to align the camera system with the machine’s coordinate reference frames and compensates for displacement
between the vision sensor and the tool center point. Experimental validation was carried out on a HAAS
VF1 CNC milling machine, comparing the proposed method with traditional probing techniques. The results
demonstrate improved repeatability and accuracy in the location of the WCS, with deviations maintained
within acceptable industrial tolerances. This approach facilitates faster setup times and improves process
automation in intelligent manufacturing environments.
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1. Introduction
The location of WCS is a crucial process in the
initial configuration of the CNC machining. [1]
defines it as the procedure for activating the reference
system corresponding to the zero workpiece, which
the programmer defines based on the manufacturing
blueprint on a rigid piece arbitrarily fixed to the
machine table CNC. The procedure consists of
transferring the machine control origins, which are
the coordinates of the zero workpiece relative to the
zero machine coordinate system (MCS), using a set
of coordinates measured at any point on the reference
surfaces of the piece as defined by the programmer. This
procedure establishes an optimal spatial relationship
between WCS and MCS, ensuring a unique and precise
orientation.

During the past decade, driven by the need to auto-
mate various processes in robotics and manufacturing,
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researchers such as [2], [3], [4], and [5] have conducted
studies on the location of WCS. According to studies by
[6] and [7], more than 30% errors are caused by human
factors and operational methods. [8] indicates that most
operational errors are due to inadequate location of the
workpiece, caused by programming errors, blueprint
interpretation errors, clamping method errors, cutting
parameter calculation errors, and machine operation
errors. Based on this, [9] conclude that if these issues are
not addressed, they will significantly impact the accu-
racy and repeatability of part manufacturing, which
makes it essential to resolve them to optimize machin-
ing processes.

Traditionally, locating the WCS of the workpiece
on a workstation requires the interaction of a skilled
operator to achieve high precision clamping and
positioning. Today, different devices are available
on the market to facilitate this process. In some
cases, the location of the WCS of the workpiece
may take several minutes, whereas the machining
process can sometimes take even fewer minutes. This
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challenge underscores the importance of improving and
automating workpiece location to enhance efficiency
and reduce costs in manufacturing processes.

In studies conducted by [10], critical errors in
the location of WCS in the workpiece process were
identified to be primarily human-derived and arise
due to factors such as lack of experience and training,
errors in machine handling, difficulties in interpreting
blueprints and work instructions, problems in selecting
and calibrating cutting tools, difficulty in determining
appropriate clamping methods, setting optimal cutting
parameters (cutting speed, feed rate, depth, cooling,
manufacturing sequence) and defining start points
of the task. Therefore, according to research by
[9], errors in locating the workpiece WCS can
lead to negative consequences such as downtime,
poor machine performance, unwanted dimensional
variations, geometric errors, and reduced tool life,
among other issues.

In studies conducted by [1], [11] and [12], it was
established that one of the most frequently occurring
errors is the location of the workpiece WCS and the
calibration of the tools, which together represent 40%
of the total problems to be addressed. In their analysis
of machining errors, [13] and [14] demonstrated that
locating the workpiece WCS is a time-consuming
operation prone to errors, particularly in small-batch
production, custom components, and large or complex
shapes. However, in mass production, significant
downtime accumulates due to this, which is why [15]
and [16] recommend that the proper location of the
workpiece WCS on the machine tool is vital to reduce
errors.

Based on laboratory studies and tests, [13] demon-
strated that the location of the workpiece WCS is an
operation that consumes more than 15 minutes, because
adjustments are required during the installation of the
workpiece and the calibration of the cutting tools to
be used. As a consequence, [17] determined that to
improve the precision of the machining, it is essen-
tial to perform a proper preparation of the machine
tools, including: the calibration of cutting tools, the
calculation of the machining parameters, the sequenc-
ing of operations, and the installation of the clamp-
ing elements of the workpiece. Moreover, the location
of the workpiece WCS requires specialized and well-
trained personnel to minimize human errors. On the
other hand, [10] stated that human errors in machining
production processes lead to deviations that do not
meet established tolerances due to actions not followed
properly by operators. For this reason, [18] analyzed the
factors influencing human errors in modern manufac-
turing processes and determined that one of the main
causes is the incorrect location of the coordinates of the
workpiece WCS.

2. Theoretical background

2.1. Geometric Transformations Applied to Images

[19] states that a geometric transformation applied
to an image involves changing the positions of
pixels when an image changes position. [20] asserts
that this transformation can involve translation,
rotation, or scaling. [21]mentions that homogeneous
transformation matrices are used for translation,
rotation, and scaling, as explained below:

Translation If a point Pa is defined in a coordinate
system with coordinates Xa and Ya, and is represented
by the matrix Pa (1), then applying a translation
vector t (2) results in a new point Pb as illustrated in
Figure 1. According to [22], this transformation yields
the coordinates of the point Pb, obtained by adding
the translation components tx and ty to the original
coordinates described in equation (3).

Figure 1. Translation from point Pa to point Pb

Pa =
[
Xa
Ya

]
(1)

t =
[
tx
ty

]
(2)

Xb = Xa + tx Yb = Ya + ty (3)

In general, this arrangement is defined as a geometric
transformation expressed as T {Pa} → Pb, and this
operation is written in a translation matrix (4):

Xb
Yb
1

 =

1 0 tx
0 1 ty
0 0 1


Xa
Ya
1

 (4)

where Xa, Ya are the coordinates of the point a, tx and ty
are the components of the translation vector and Xb, Yb
are the final coordinates of the translated point b.
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Rotation consists of rotating all the points of a figure
around a center of rotation, applying a specific rotation
angle. Rotation transforms the position of points in
space without altering the shape or size of the original
figure.

Figure 2 illustrates the concept of rotation, showing
how a point Pa moves to position Pb after a rotation
by an angle θ around a reference point or center of
rotation. This type of transformation is widely used
in fields such as geometry, computer graphics, and
robotics, and plays an essential role in representing and
manipulating objects in three-dimensional space. The
reference, cited [23], provides a solid foundation for
understanding these geometric concepts.

Figure 2. Rotation from point Pa to point Pb

The coordinates of point Pb with respect to point Pa
are defined by (5), where Xa and Ya are the components
of the vector r as given in equation (6).Xb = Xa cosθ − Ya sinθ

Yb = Ya cosθ + Xa sinθ
(5)

Xa = r × cosθ Ya = r × sinθ (6)

Thus, the final coordinates of a rotated image from
point Pa to point Pb are represented in matrix form (7),
also defined as the vector product Pb = R · Pa, where R is
the rotation matrix.Xb

Yb
1

 =

cosθ − sinθ 0
sinθ cosθ 0

0 0 1


Xa
Ya
1

 (7)

where Xa, Ya are the coordinates of the point a, cosθ
and sinθ are the rotation angles, and Xb, Yb are the final
coordinates of the rotated point b.

Scaling It is a simple and direct transformation. It
consists of applying a scale factor that can expand or
contract a point Pa to a point Pb, as shown in Figure 3.
The scale depends on the factor s, defined in equation
(8), and can be represented in the matrix form as Pb =
S · Pa, represented in (9).

Figure 3. Scaling from point Pa to point Pb

Xb = Sx · Xa Yb = Sy · Ya (8)

Xb
Yb
1

 =

Sx 0 0
0 Sy 0
0 0 1


Xa
Ya
1

 (9)

Theorem 1.1. affine matrix. The affine matrix is the result
of combining translation, rotation, and scaling. [24]
mentions that it is possible to apply several transfor-
mations simultaneously simply by concatenating them.
The representation in a general form (10), results in a
two-dimensional matrix called the affine matrix (11),
which includes translation, rotation, and scaling.

Xb
Yb
1

 =

1 0 tx
0 1 ty
0 0 1


cosθ − sinθ 0
sinθ cosθ 0

0 0 1


Sx 0 0

0 Sy 0
0 0 1


Xa
Ya
1


(10)

Xb
Yb
1

 =

Sx × cosθ −Sy × sinθ tx
Sx × sinθ Sy × cosθ ty

0 0 1


Xa
Ya
1

 (11)

where Xa, Ya are the coordinates of the point a, tx and ty
are the translation factors Sx, Sy are the scaling factors,
sinθ, cosθ are the rotation angles, and Xb, Yb are the
final coordinates of the point b.

3. Method
To locate the zero point of the workpiece, it is necessary
to transform the machine coordinate system (MCS) into
WCS, as illustrated in Figure 4.

The proposed method achieves this employing a com-
puter vision algorithm (CV −WCS) that involves sev-
eral steps, such as data acquisition, signal processing,
feature extraction, image comparison, and the applica-
tion of an affine matrix to locate the workpiece WCS.
Initially, curve geometry calibration pieces are used for
data collected using the CV −WCS algorithm and then
processed to remove noise and foreign artifacts in the
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Figure 4. Translation of the machine coordinate system to the
work coordinate system.

images. The resulting image is used to compare with
an image reference called GroundT ruth (GT ) for deter-
mining the WCS point location. The proposed method
has the potential to significantly improve repeatability
and reduce the time required for WCS localization,
which is vital for various applications in precision
machining.

3.1. Algorithm development
The design of the CV −WCS algorithm is based on
image processing to evaluate and compare geometric
figures against a standard reference GT . This process
is developed through the combination of five stages
shown in Figure 5.

Figure 5. Design of the CV −WCS algorithm

The CV −WCS involves the following sequence:

Stage 1: Acquisition and processing of images of the
parts to be machined. During this process, images are
converted from the RGB format to grayscale and then
to binary format.

Stage 2: Extraction of geometric features using
the Cany algorithm to represent shapes in terms of
the contour profile, facilitating identification and
characterization of shape differences.

Stage 3: Performing geometric transformations based
on the variation between the pixels of the reference

image GT and the image of the real part to determine
the displacement coordinates between the reference GT
(Wc(x,y)) and the WCS of the part to be manufactured.

3.2. Calibration procedure for the image acquisition
system
Before implementing the CV −WCS algorithm, it is
necessary to mount and calibrate a camera for the image
acquisition system. Therefore, a calibration procedure
based on [25] is carried out to determine the intrinsic
parameters Ku , kv , u0, and v0 to be substituted into
the intrinsic matrix Ck , expressed in (12), to define
the adjustment coordinates for the 3D positioning of
the camera on the HAAS VF1 CNC milling machine
for image capture, which will serve as input for the
algorithm CV −WCS.

Ck =

ku 0 u0
0 kv v0
0 0 1

 (12)

where: ku is the horizontal focal distance of the lens
in millimeters (X-axis), kv is the vertical focal distance
of the lens in millimeters (Y-axis), and [u0, v0] are the
coordinates of the center of the image in pixels.

To carry out the calibration process, a chessboard
calibration pattern is designed, which consists of
squares distributed uniformly at a predefined distance
shown in Figure 6.

Figure 6. Calibration pattern

Based on the recommendation of [26], it was decided
to use a chessboard printed on adhesive paper and
affixed to a rectangular piece measuring 100.00 x
127.00 mm to prevent bending and warping. The
pattern format consists of an even number (4) of
squares along the Y-axis and an odd number (5) of
squares along the X-axis. The size of each square is
23.00 mm.
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Camera mounting: the camera is mounted on the top
of the CNC machine on a rigid column as shown in
Figure 7, positioned perpendicular to the work table
and parallel to the calibration pattern to eliminate
vibration and distortion.

Figure 7. Camera calibration

Calibration procedure: Following [27], three calibra-
tion tests were performed, each with 12 images of the
pattern in varying positions and orientations, yielding
36 images in total. Tables 1, 2, and 3 present the
corresponding camera coordinates relative to the MCS.

Table 1. Calibration 1: current machine positions respect to the
MCS on Haas VF1 milling machine

Test X Y Z
1 -215.261 31.705 300.00
2 -215.261 38.205 300.00
3 -215.261 39.005 300.00
4 -215.261 36.305 300.00
5 -215.261 35.505 300.00
6 -215.261 34.405 300.00
7 -214.161 37.705 300.00
8 -213.461 37.005 300.00
9 -212.461 37.705 300.00

10 -216.361 37.705 300.00
11 -217.361 37.705 300.00
12 -218.361 37.705 300.00

Table 2. Calibration 2: current machine positions respect to the
MCS on Haas VF1 milling machine

Test X Y Z
1 -218.161 20.505 275.00
2 -218.161 25.405 275.00
3 -218.161 27.105 275.00
4 -218.161 30.205 275.00
5 -218.161 35.605 275.00
6 -218.161 36.605 275.00
7 -215.26 36.605 275.00
8 -218.161 38.605 275.00
9 -222.061 36.605 275.00

10 -224.061 36.605 275.00
11 -227.861 36.605 275.00
12 -213.161 36.605 275.00

Table 3. Calibration 3: current machine positions respect to the
MCS on Haas VF1 milling machine

Test X Y Z
1 -215.261 36.605 266.00
2 -215.261 37.705 266.00
3 -215.261 39.305 266.00
4 -215.261 34.205 266.00
5 -215.261 32.205 266.00
6 -215.261 32.205 266.00
7 -220.461 36.605 266.00
8 -218.761 36.605 266.00
9 -212.461 36.605 266.00

10 -208.261 36.605 266.00
11 -206.961 36.605 266.00
12 -204.961 36.605 266.00

Determination of calibration parameters: To com-
pensate lens distortion, the Matlab application Camera
Calibrator was employed, as illustrated in Figure 8.
This tool implements the algorithm proposed by [28]
to estimate the extrinsic parameters of the camera.

Figure 8. App Camera Calibrator: Source Matlab
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Calibration results: The projection errors obtained
in each calibration test are presented in Figures 9, 10,
and 11. Among the three tests, Test 3 yielded the lowest
projection errors; therefore, its calibration parameters
were selected as the final values for the camera. The
mean projection error in Test 3 was 0.28 pixels, which
falls within the acceptable range of less than one pixel
as defined by [28]. Figure 11 illustrates these results,
highlighting session 11 as having the lowest projection
error and session 4 as having the highest. Based on
this calibration, the camera position was determined
as X = −206.961, Y = 36.605, Z = 266.0 relative to the
workpiece on the CNC machine. The final intrinsic
camera parameters are summarized in Table 4.

Figure 9. Average projection error: calibration test 1

Figure 10. Average projection error: calibration test 2

Figure 11. Average projection error: calibration test 3

Table 4. Camera calibration parameters

Parameter Value
Focal length (pixels) [3160.2224 ± 494.6915]
Principal points (pixels) [564.4209 ± 1.1462]
Radial distortion [−11.3057 ± 3.6534]

3.3. Design of reference geometry
The initial phase of the methodology focuses on the
design of the reference geometry called Ground Truth
(GT ). The GT for the geometry of the curve represents a
binary image of the theoretically exact real part defined
as Id,β(x, y)GT as shown in Figure 12. This geometry was
chosen based on the recommendation of [29], which
identifies them as the basic forms that comprise the
profile of any geometric figure.

Figure 12. GT for curved geometry: Id,C(x, y)GT

After establishing GT , the position of the reference
coordinate system of the defined GT , denoted as
WGT (x, y), is determined in relation to the global
coordinates (u, v), as shown in Figure 13. The location
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of WGT for the geometry of the curve was set at the
coordinates (107, 480) in pixels.

Figure 13. WCSGT for curved, straight, and sloped geometries

Once the coordinates of WGT (x,y) are defined for the
geometry of the curve according to its objective function
Id,β(x, y)GT , the image capture process of the parts
arranged on the HAAS VF1 milling machine begins.

3.4. Image acquisition
The image acquisition system for the HAAS VF1 milling
machine consists of a computer, an acquisition board,
and an IP HIKVISION camera mounted on the machine
column. The camera, positioned perpendicular to the
table and parallel to the workpiece (Figure 14), captures
images at a resolution of 640 × 480 pixels. Images
are transmitted via Ethernet with a fixed IP, stored
in a designated folder, and processed by the CV -
WCS algorithm. The captured images, in RGB format
Id,β(x, y)RGB as shown in Figure 15.

Figure 14. Part setup on HAAS VF1 milling machine

Figure 15. Image capture: Id,C(x, y)RGB

3.5. Image processing
Image processing constitutes the first stage of the CV -
WCS method, enabling the enhancement and refine-
ment of captured images. In this step, spatial filters
are applied, including smoothing with σ = 1.5 and a
Gaussian filter with ϵ = 1.5, to improve image quality
and repeatability prior to contour feature extraction as
shown in Figure 16. These parameters were empirically
determined through iterative testing on representative
workpiece geometries, balancing noise reduction with
material color and brightness. Subsequently, CV -WCS
performs image segmentation to suppress noise and
isolate regions of interest. In the initial segmentation
phase, the original image Id,β(x, y)RGB is converted into
its grayscale representation Id,γ (x, y)G using the func-
tion rgb2gray(Id,γ ), thereby reducing dimensionality
from three channels to one.

Figure 16. Image processing
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3.6. Profile contour extraction
The second stage is dedicated to the extraction
of the profile contour that describes the form
present in the processed images. In this process, the
algorithm performs a transformation of the binary
image IS,β(x, y)B into a 2D representation called a
“signature,” defined as the function IS,β(x, y)SG. This
transformation is achieved through the application
of the cv2.f indContours(Id,γ ) algorithm, specifically
designed for edge and corner detection, identifying
changes and corners in the shapes present in the images.

3.7. Profile centroid calculation
The centroid CS of a contour profile is calculated using
the centroids equation (13). The resulting coordinates
CS (Xc, Yc) are then compared with the GT centroid
XG, YG previously defined using the coordinates of the
discrete points in the profile kn.

CS,β , Xc =
1
n

n−1∑
k=0

Xi(k), CS,β , Yc =
1
n

n−1∑
k=0

Yi(k) (13)

where:

• Xc is the X coordinate of the centroid.

• Yc is the Y coordinate of the centroid.

• n is the total number of points in the profile.

The centroid CS,β , (Xc, Yc) allows us to visualize the
shape variations in the regions of interest within the
r(n) points, as shown in Figure 17, which is essential
for the location of WCS.

Figure 17. Profile centroid

3.8. WCS coordinates calculation

In the third step, the algorithm CV −WCS calculates
the adjustment coordinates δx and δy by computing the
centroid differences of each signature with respect to its
corresponding GT defined by equations (14) and (15).

δx = CS,β(X) − CGT ,β(X) (14)

δy = CS,β(Y ) − CGTβ (Y ) (15)

where δx and δy are the values of the adjustment
coordinates concerning the image world coordinates
along the u and v axes in the camera reference
coordinate system (CRCS).

Finally, the CV −WCS algorithm uses the matrix
(16) to translate WCS of the image with respect to
MCS, as illustrated in Figure 18.

WCS =

XWCS
YWCS

1

 =

1 0 XRCT S
0 1 YRCT S
0 0 1


dxdy

1

 (16)

where dx and dy represent the distances from MCS
to the calibration point, XRCT S and YRCT S are the
reference coordinate tool system (RCT S) and XW , YW
are the coordinates of the workpiece WCS.

Figure 18 shows the translation process from MCS to
WCS

Figure 18. Coordinate translation to the WCS on the HAAS
VF1 milling machine
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4. Results
4.1. Image acquisition results
The first stage of image analysis involves the acquisition
of geometries; a total of 37 images were captured.
Figure 19 shows a selection of 20 captured images
corresponding to the function Id,C(x, y)RGB, which
represents the curved geometry. The captured images
cover a variety of conditions, including different
perspectives and lighting angles, reflecting the diversity
of situations.

Figure 19. images acquisition of the curved geometry

4.2. Contour profiles obtained from curved geometries
Once the RGB images were captured, in the second
stage, the CV −WCS algorithm applied image process-
ing techniques to transform the function Id,β(x, y)RGB

into binary format Id,β(x, y)RGB to extract the geom-
etry properties and convert them into the function
IS,C(x, y)SG. As a result of this process, 37 profile
contours corresponding to the geometry of the curve
were extracted with image quality. Figure 20 shows the
results of the extraction of profile contours of a curve
corresponding to the Sg1-31 to Sg1-36 samples:

4.3. Results of coordinate offset values
The coordinate offset values were derived from the
differences in the centroids Mδβ(k) of IS,C(x, y)SG and
GT . Table 5 presents the offset values in pixels, δx
and δy, corresponding to the curved, straight, and
sloped geometries, respectively, as generated by the
CV −WCS algorithm.

Table 5. Offset values of the curved geometry

S1 δx δy S2 δx δy
1 -0.444 -1.124 20 2.031 1.559
2 -15.335 -0.990 21 1.772 1.408
3 -15.164 -0.670 22 -0.005 0.282
4 1.760 0.776 23 2.371 1.147
5 1.156 0.460 24 1.541 1.993
6 2.063 0.875 25 1.317 1.388
7 0.962 0.762 26 0.753 0.238
8 2.085 1.001 27 1.152 1.974
9 0.007 -0.315 28 0.764 1.242

10 2.036 0.671 29 0.118 1.498
11 1.387 1.391 30 1.535 1.976
12 1.729 0.745 31 1.520 1.959
13 0.593 0.151 32 1.678 1.782
14 0.092 0.545 33 1.511 1.192
15 1.462 1.400 34 2.637 1.808
16 -0.603 1.228 35 -1.131 0.671
17 0.571 1.445 36 1.341 1.032
18 0.930 1.572 37 0.237 1.559
19 -0.703 0.534

4.4. Workpiece WCS calculation
The algorithm uses the offset values (δx and δy) to
translate the reference coordinate of the tool system
(RCT S), applying the matrix (17). The 0.127 factor
is used to convert the pixel units to millimeter units
according to the image resolution employed by the
camera. The coordinates of RCT S are adjusted by
applying the displacement factors −∆x = −30.00 mm
and −∆y = −10.0 mm, which are determined from the
central reference position of the camera lens to the
central reference position of the tool.

RCT S =

XW
YW
1

 =

−∆x
−∆y

1


1 0 0.127δx
0 1 0.127δy
0 0 1

 (17)

Then, the CV −WCS algorithm performs the final
translation from RCT S to the new WCS concerning
MCS, applying the translation matrix (18). The
coordinate values: XWL

= 89.857 mm and YWL
= 270.086

mm extracted from Table 6 are the results of the
application of the translation matrix to the sample SG1-
35:

WCS =

XW
YW
1

 =

1 0 −30.143
0 1 −9.914
0 0 1


120.00
280.00

1

 (18)

The displacement coordinate values dx = 120.00 mm
and dy = 280.00 mm were determined by measuring the
position of RCT S relative to MCS.
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Figure 20. Contour profiles of curved geometry: samples Sg1-31 to Sg1-36 (units: pixels)

The summary of the calculated WCS coordinates is
shown in millimeters in Table 6 as the output values of
the algorithm for each geometry.

4.5. Evaluation of repeatability in determining the
workpiece WCS coordinates
To evaluate whether the CV −WCS algorithm
improves repeatability in locating the zero coordinates
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Table 6. WCS coordinate values in millimeters relative to the
MCS

M1 XWCS YWCS M2 XWCS YWCS
1 89.429 268.749 20 91.904 271.432
2 74.538 268.883 21 91.645 271.281
3 74.710 269.204 22 89.869 270.155
4 91.633 270.649 23 92.244 271.020
5 91.029 270.333 24 91.414 271.866
6 91.936 270.748 25 91.190 271.261
7 90.835 270.635 26 90.626 270.111
8 91.958 270.874 27 91.025 271.847
9 89.880 269.558 28 90.637 271.115

10 91.909 270.544 29 89.991 271.371
11 91.260 271.264 30 91.408 271.849
12 91.602 270.618 31 91.393 271.832
13 90.466 270.024 32 91.551 271.655
14 89.965 270.418 33 91.384 271.065
15 91.335 271.273 34 92.510 270.959
16 89.270 271.101 35 89.857 270.086
17 90.444 271.318 36 91.214 270.905
18 90.803 271.445 37 90.110 271.432
19 89.171 270.407

of the workpiece on the HAAS VF1 three-axis milling
machine CNC, first, uncertainty tests were performed
to determine the error in locating the center of a drilled
hole, comparing the repeatability of two methods with
the Wireless intuitive probing system (WIP S) and the
edge finder. The procedure for evaluating repeatability
consists of determining the position of the center of a
drilled hole in the prototype workpiece regarding the
reference planes A and B, as shown in Figure 21.

Figure 21. Measurement reference drawing

Five measurements of the center position of the
hole were taken based on the basic distances (30,30),
measured from the WCS using a CMM for each
method. The position error in locating the hole
center relative to WCS of the workpiece is evaluated
for each method, using the range of 30 ± 0.02 mm
with a confidence interval of approximately 68.3% as
recommended by [30].

The position errors of each zero-point localization
method of each piece of work are calculated using
the following equations: mean error (µE), standard
deviation of errors (σe) and uncertainty um, as described
in equations (19), (20), (21) and (22), respectively. A
coverage factor of k = 2 is used to achieve a confidence
level of 95%. The uncertainty results are presented in
Tables 7, 8, and 9, for the X and Y axes, respectively.

µe(X) =

∑n
i=1 ErrorXi

n
µe(Y ) =

∑n
i=1 ErrorYi

n
(19)

σe(X) =

√∑n
i=1(ErrorXi − ErrorX )2

n − 1
(20)

σe(Y ) =

√∑n
i=1(ErrorYi − ErrorY )2

n − 1
(21)

um(X) = K × σe(X) um(Y ) = K × σe(Y ) (22)

Table 7. Uncertainty results for the WIPS method

Workpiece X (mm) Y (mm) Error (mm)

1 30.000 30.000 (0.000, 0.000)
2 30.010 30.010 (0.010, 0.010)
3 29.990 29.990 (-0.010, -0.010)
4 30.000 30.020 (0.000, 0.020)
5 30.010 29.980 (0.010, -0.020)

µE (0.002, 0.002)
σe (0.004, 0.012)
um (0.008, 0.024)

The results obtained show that the uncertainty in
measuring the location of the hole center, relative to
the reference coordinates, for the WIP S and CV −WCS
methods exhibits a low dispersion of the measured
positions around the expected theoretical or nominal
position. This indicates that both methods produce
a combined uncertainty of 0.026 mm in the X axis
and 0.034 mm in the Y axis, according to the Law of
Propagation of Uncertainty by Gauss described in [31].

Similarly, the edgef inder show relatively low mea-
surement uncertainty in locating the hole center,
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Table 8. Uncertainty results for the edge finder method

Workpiece X (mm) Y (mm) Error (mm)

1 30.030 30.020 (0.030, 0.020)
2 29.970 30.030 (-0.030, 0.030)
3 30.010 29.970 (0.010, -0.030)
4 30.020 29.980 (0.020, -0.020)
5 29.980 30.010 (-0.020, 0.010)

µE (0.002, 0.002)
σe (0.020, 0.020)
um (0.040, 0.040)

Table 9. Uncertainty results for the VA-WCS method

Workpiece X (mm) Y (mm) Error (mm)

1 30.020 30.010 (0.020, 0.010)
2 29.980 30.020 (-0.020, 0.020)
3 30.000 29.980 (0.000, -0.020)
4 30.010 30.000 (0.010, 0.000)
5 29.990 29.990 (-0.010, -0.010)

µE (0.000, 0.000)
σe (0.012, 0.012)
um (0.024, 0.024)

although slightly higher than that observed with the
WIP S and CV −WCS methods, with a combined
uncertainty of 0.075 mm in both the X and Y axes.

4.6. Comparative discussion with related works
Finally, the uncertainty results were compared with two
AI/vision-based localization methods. The first is the
cloud-based approach for the automatic origin of the
workpiece (CCS) proposed by [1], which achieves a
mean absolute percentage error of 0.007. The second is
the automatic part localization in a machine coordinate
system using a 3D laser scaner (3DScan) proposed by
[32], which reports a positional error of ±0.015 in. Both
methods rely on computer vision to determine the WCS
in three-axis milling machines. Unlike these previous
approaches, the CCS method employs a stereo camera
system mounted directly on the machine spindle, and
the 3DScan method was mounted in a custom-built
assembly and suspended from an aluminum beam
bolted to the HAAS machining center, they presents a
vibration effect.

After the uncertainty tests, repeatability was
evaluated to determine whether the CV -WCS method
provides a consistent WCS localization compared to
other methods.

To determine the acceptable repeatability of each
method, the standard deviation of the positional errors
of the hole centers along the X and Y axes was
calculated, based on the recommendations of [33] and
[34], which suggest an acceptable range between 0.001
and 0.010 mm. Table 10 presents the repeatability
results for each method.

Table 10. Repeatability of each method for locating the
workpiece zero coordinates.

Method σe(X) (mm) σe(Y ) (mm)

CCS 0.007 0.007
CV −WCS 0.012 0.012
3DScan 0.015 0.015
WIP S 0.008 0.016
edgef inder 0.020 0.020

These results suggest that for applications where
repeatability is a critical factor, the CCS method is the
most suitable, followed by the CV −WCS method and
the 3DScan method.

4.7. Limitations of the CV -WCS

The proposed solution only applies to a three-axis
machining center, and to increase the generality of
the proposal, it will be necessary to apply it to other
machines in future studies.

The development of the CV -WCS algorithm for
the localization of WCS in CNC milling processes
is limited to laboratory experimental validation,
scheduled between August 2023 and September 2024.
Furthermore, the implementation of CV -WCS for error
reduction in the setup of WCS is restricted to three-
axis machining centers, where it functions as a support
tool for CNC operators and technicians, enabling them
to perform setup tasks efficiently, in minimal time and
with a reduced likelihood of errors.

4.8. Advantages of the CV -WCS

The proposed CV ˘WCS method offers a vision-based
alternative for localizing the WCS on CNC milling
machines with several key distinctions from existing
approaches. Unlike spindle-mounted systems, the cam-
era is mounted on the machine column, eliminating
interference with the tool path and simplifying integra-
tion. On-machine processing allows all computations
to be performed locally, reducing latency and avoiding
reliance on cloud-based systems. This configuration
not only automates WCS identification, cutting setup
time to approximately 1.820 seconds, but also enhances
repeatability with uncertainty levels comparable to
commercial probing systems such as WIPS. The non-
contact measurement minimizes tool and workpiece
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wear, while automated algorithms reduce operator-
dependent errors. Additionally, the method is flexible
across diverse geometries, cost-effective through low-
cost hardware and open-source software, and aligns
with Industry 4.0 objectives by supporting integration
with digital twins, adaptive control, and cloud-based
monitoring for autonomous machining environments.

4.9. Future research directions
Future work will focus on improving the robustness and
applicability of the proposed CV -WCS method. Key
directions include improving resilience to lighting and
environmental variations, extending the applicability
to multi-axis machines, and integrating deep learning
approaches such as Faster R-CNN for feature detection
under challenging conditions [35, 36]. Further efforts
will target algorithm optimization for real-time exe-
cution on CNC controllers, generalization to diverse
workpiece geometries and materials, and large-scale
industrial validation. Finally, integration with Indus-
try 4.0 frameworks, including digital twins and adap-
tive process control, will support the fully autonomous
transition of setup and machining operations.

5. Conclusions and discussions
In conclusion, the implementation of the CV −WCS
method for the localization of the workpiece WCS
with geometry curve pieces mounted on the HAAS
VF1 three-axis milling machine represents a significant
advance in optimizing the initial setup of the machining
processes. The CV −WCS method demonstrates the
ability to employ image processing techniques and
geometry transformations to improve repeatability in
the real-time localization of the WCS on parts mounted
on the milling machine table.
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