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Abstract—We develop and evaluate a new method for
estimating and optimizing various performance metrics
of multi-hop wireless networks, including MANETs. We
introduce a simple approximate (throughput) loss model
that couples the physical, MAC and routing layers ef-
fects. The model provides quantitative statistical relations
between the loss parameters that are used to character-
ize multiuser interference and physical path conditions
on the one hand and the traffic rates between origin-
destination pairs on the other. The model considers effects
of the hidden nodes, node scheduling algorithms, MAC and
PHY layer failures and unsuccessful packet transmission
attempts at the MAC layer in arbitrary network topologies
where multiple paths share nodes. We apply Automatic
Differentiation (AD) to these implicit performance models,
and develop a methodology for sensitivity analysis and
parameter optimization for wireless protocols. Finally, we
provide simulation experiments to evaluate the effectiveness
and performance estimation accuracy of the proposed
models and methodologies.

I. INTRODUCTION

Our objective is to develop hybrid (analytical and
numerical) models which can efficiently approximate
the performance of a wireless network. These models
can assist us in a component based design and param-
eter tuning procedures for wireless networks. The main
mathematical tools we use are fixed point methods and
Automatic Differentiation (AD) for sensitivity analysis.
We assume we know the exogenous traffic rate for each
source-destination pair, the set of paths and the fraction
of traffic traversing each path in the network. We apply
our methodology on IEEE 802.11 wireless networks and
we want to compute the network throughput as well
as the packet loss per link. Two sets of equations are
defined. The equations of the first set are derived from
the specific MAC and PHY models we consider and

allow us to express the loss parameters and the outgoing
rate of every link in terms of the incoming rate of the link
and the other links in its neighborhood. The second set
of equations is defined through the use of simple network
flow relations to find the incoming traffic rate of a link
from the outgoing traffic rate of the upstream links in
the paths that this link belongs to and the scheduling
parameters at the network nodes. These two sets of
equations are coupled iteratively in a fixed point setting,
until they converge to a consistent solution that satisfies
both sets. The solution provides an approximation to
the packet loss per link and the throughput (outgoing to
the incoming traffic ratio) of the network. Furthermore,
we perform sensitivity analysis to evaluate the resilience
and robustness of the solution. For this, we use AD
which is a powerful method to numerically compute
the derivatives of a software-defined function [6]–[8].
The generated analysis model, based on the fixed point
iterations, is the input to the AD. The AD provides
the partial derivative of the performance metric (e.g.
throughput) with respect to defined input parameters
(i.e. design variables or parameters). This method allows
for very complex design parameters to be implicitly
embedded in the input function to the AD module (see
for example the work of Liu and Baras in [9]). In this
paper, we use this methodology to compute the optimal
load distribution among multiple paths to maximize the
network throughput.

Our MAC model goes beyond Bianchi’s seminal
work [1] that considers saturated users with ideal (no
channel losses) and homogeneous (equal physical data
rate) channel conditions with no hidden terminals. The
MAC model we present in the current paper modifies
and generalizes the IEEE 802.11 models presented in
[4] and [5] by Hira et al. Their model takes into account
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blocking and interference, and computes the throughput
of the individual nodes in an IEEE 802.11 network
with hidden nodes. In [4] only one hop connections are
considered and every node can only transmit to a single
node. In [5] the model is extended to consider one single
path in the network, and it is explained that the same
methodology can be used to model multiple paths as long
as there is no common node between the paths. Here, we
modify, correct and generalize the models to consider
multiple paths with common nodes. We also provide a
general framework to consider effects of non-saturated
flows, the scheduling algorithm, losses and MAC layer
transmission failures.

II. THE PHY AND MAC LAYER MODELLING

A. Preliminaries

In this section we provide the set of equations that
we use to approximate the wireless link loss parameter.
We consider the 802.11 MAC layer with RTS/CTS
mechanism. The network consists of N nodes and a path
set P that is used to forward traffic between the source
destination (S-D) pairs in the network. Let Pi denotes
the set of the paths that goes through a node i. The unit
of time is a time slot, which is equal to the back-off
slots of the 802.11 protocol. The following notation is
used to represent different nodes and node subsets in the
network: Ci is the set of the nodes within carrier sense
range of node i, C+

i is Ci plus node i, C−
i is the set of

the nodes not in C+
i and hi,p is the next hop of node i

in path p.
In the 802.11 RTS/CTS protocol there are two stages

for packet transmission: in the first stage the RTS and
CTS are sent between two nodes and in the second stage
the data packet and the ACK are sent. While PHY layer
failure can happen in both stages, we assume that the
MAC layer failure (collision) only occurs during the first
stage. Different transmission failures from node i to node
j or from node i over path p are represented as follows:
βi,p is the probability of PHY or MAC layer transmission
failure during stage 1 or 2, εi,p is the probability of PHY
layer transmission failure during stage 2, and li,j is the
probability of PHY layer transmission failure at stage 1
or 2 from node i to node j.

Let λi,p be the arrival rate and Ti,p be the service time
of the path p packets at node i. The service time, Ti,p

is the time that node i scheduler spends serving a path
p packet, and starts from the time that scheduler selects
a path p packet to be served and not from the time that
the packet becomes head of the queue.

The scheduler behavior is specified by the scheduler
coefficient ki,p, which is the average serving rate of the

path p packets at node i. For simplicity, we assume
that all packets have the same length. The total average
throughput ρ̄i, of node i, is ρ̄i =

∑
p∈Pi

ki,pE(Ti,p). We

assume that the scheduler coefficients are:

ki,p =


λi,p

(1−βm
i,p

)

∑
p′∈Pi

λi,p′E(Ti,p′ )

(1−βm
i,p′

) ≤ 1
λi,p

(1−βm
i,p

)∑
p′∈Pi

λ
i,p′

(1−βm
i,p′

) E(Ti,p′ )
otherwise

(1)
where m is the maximum number of packet transmission
retries in the IEEE 802.11. If utilization of node i
is less than one, we can serve all incoming packets
as described in the first line of (1). In the 802.11,
if m packet transmission attempts fail the packet will
be discarded. However, we assume that the scheduler
keeps scheduling the same packet until it is successfully
transmitted by the MAC layer. Therefore, to compensate
for the transmission failures at the MAC layer, the
scheduling rate should be higher than the node arrival
rate by the 1/(1 − βm

i,p) factor. On the other hand, if
utilization is equal to one, all packets can not be served,
but the service rate for each path is still proportional
to its compensated arrival rate as given in the second
line of (1). In this way, we model a FCFS scheduling
policy. For now we assume that all nodes have infinite
buffer capacity, and hence there is no packet drop in a
node (this assumption is not critical and can be removed
later).

The fraction of time ρi,p that node i is serving path p
packets is specified by ρi,p = ki,pE(Ti,p).

B. Failure and Hidden Nodes Modelling

Suppose that node i is scheduled to serve a packet on
path p. Assuming that node accesses the channel with
a fixed probability α′′i,p, and there are L back-off stages
and the minimum window size is W , we can use the
following relation from [1]:

α′′i,p =
2(1− 2βi,p)

W (1− 2βi,p) + βi,p(W + 1)(1− (2βi,p)L)

We denote the average transmission time of node i
during Ti,p with vi,p. There are two different components
in vi,p: (i) the average time spent in the successful
transmission and (ii) average time spent in failed trans-
missions, which we denote by fi,p. We have,

fi,p =
εi,p

βi,p
τP + (1− εi,p

βi,p
)τH (2)

The first term is the average transmission time when
there is a packet transmission failure and the second



term is the average transmission time when there is an
RTS/CTS failure. The transmission times are,

τH = TRTS(i, p) + SIFS

and

τP = TRTS(i, p) + SIFS + TCTS(hi,p, p)
+ SIFS + TP(i, p) + SIFS

where TRTS(i, p), TCTS, TP(i, p) are the transmission
times for the RTS, CTS and data packet on the corre-
sponding connection respectively. Now we can compute
the average transmission time vi,p,

vi,p = (1− βm
i,p)di,p + (βi,p + β2

i,p + · · ·+ βm
i,p)fi,p

= (1− βm
i,p)di,p +

1− βm
i,p

1− βi,p
βi,pfi,p (3)

where di,p is the successful transmission time,

di,p = TRTS(i, p) + SIFS + TCTS(hi,p, p) + SIFS
+ TP(i, p) + SIFS + TACK(hi,p, p)

and TACK(hi,p, p) is the time to send the ACK packet.
Consider a node j in the neighborhood of node i. Node

j expects to receive a path p packet from node i, if i is
scheduled to serve path p, and there is no transmission
from node i neighbors that are hidden from j and i
accesses the channel. Therefore, the probability that j
receives a path p packet from i in a time slot is,

αi,p,j = ρi,p(1− θi,j)α′′i,p for all j ∈ Ci

αi,p,i = ρi,pα
′′
i,p

where θi,j is the probability of transmissions from node
i neighbors that are hidden from node j.

θi,j = 1−
∏

n∈Ci

⋂
C−

j

(1−
∑

p′∈Pn

ρn,p′
vn,p′

E(Tn,p′)
)

The probability that a path p transmission from node i
is successful is:

1− βi,p =
(
1− li,hi,p

) (
1− θhi,p,i

)
×

∏
j∈C+

hi,p

⋂
Ci

(
1−

∑
p′∈Pj

αj,p′,hi,p

)
×

∏
j∈C+

hi,p

⋂
C−

i

(
1−

∑
p′∈Pj

αj,p′,hi,p

)Vi,p

In the above equation θhi,p,i is the probability of trans-
mission from one of the hi,p neighbors that are hidden
from i. This represents probability of ongoing transmis-
sion from those neighbors of hi,p that are hidden from
i, and due to their transmission, hi,p does not receive

RTS and/or does not transmit CTS. li,j is the PHY layer
transmission error probability (including RTS and CTS
transmission) from i to j. The first product term is the
probability of no new transmission from those neighbors
of hi,p that are not hidden from i, and hence they can
detect node i transmission after the first time slot. In
the second product term, Vi,p is the vulnerable period
during which those neighbors of hi,p that are hidden
from i are not aware of the ongoing transmission and
may cause collision. Therefore, the second product term
is the probability of no new transmission from those
neighbors of hi,p that are hidden from i during the
vulnerable period. For the RTS/CTS mode the vulnerable
period is, Vi,p = TRTS(i, p) + SIFS. Note that after Vi,p

time slots the receiving node hi,p will send the CTS
message and unless there is an error (which is taken into
account in the first term) neighbors will remain silent
during the packet transmission.

C. Computing the Service Time Components

Ti,p is the time to finish a successful or unsuccessful
transmission of a path p packet at node i, after it is
scheduled for transmission at node i. The average service
time E(Ti,p) has four components: di,p is the time spent
for successful transmission of path p packets at node
i, ui,p is the average time consumed for successful
transmission of node i neighbors, bi,p is the average
back-off time of node i for path p packets, ci,p is the
average time spent in failed transmissions.

E(Ti,p) = (1− βm
i,p)di,p + ui,p + bi,p + ci,p (4)

For the RTS/CTS mode of operation,

di,p = TRTS(i, p) + SIFS + TCTS(hi,p, p) + SIFS
+ TP(i, p) + SIFS + TACK(hi,p, p)

The average back-off time is

bi,p =
m∑

n=0

Wnβn
i,p

where Wn = CWn/2 is the average back-off time at the
nth stage.

The probability of successful transmission of node i,
when it is scheduled to transmit path p packets is qi,p =
α′′i,p(1−βi,p) and probability of successful transmission
in the neighborhood of i, when it is scheduled to transmit
path p packets is,

ri,p = 1− (1− qi,p)

×
∏

j∈Ci

(1− (
∑

p′∈Pj

qj,p′ρj,p′)(1− θji)) (5)



Here, we assume events of unsuccessful simultaneous
transmission of node i neighbors are mutually indepen-
dent.

The probability that the next successful transmission
is by node i, given that there is a successful transmission
in the i neighborhood is, γi,p = qi,p

ri,p
. Let Qi,p be

the number of successful transmissions by neighbors of
i and tk,i,p be the time taken by the kth successful
transmission of the node i neighbors. If we assume
that tk,i,p and Qi,p are independent, we have ui,p =
E(Qi,p)E(tk,i,p). The average number of successful
transmissions is, E(Qi,p) = 1−γi,p

γi,p
. Probability that a

successful transmission in the neighborhood of i belongs
to a neighbor j, given that it does not belong to i is,

gj,i,p =

∑
p′∈Pj

qj,p′ρj,p′(1− θj,i)

ri,p − qi,p

and E(tk,i) =
∑

j∈Ci

gj,i,pdj , where

dj =

∑
p′∈Pj

kj,p′dj,p′(1− βm
j,p′)∑

p′∈Pj

kj,p′(1− βm
j,p′)

This completes the computation of the ui,p.
For ci,p we need to compute: (i) xi,p probability of

successful transmission of node i given that at least
one transmission has occurred in the i neighborhood
and (ii) yi,p the probability that a failure occurs in the
neighborhood of i given that at least one transmission has
occurred in its neighborhood. Let zi,p be the probability
of at least one transmission in the neighborhood of node
i, when it is scheduled to transmit a packet from path p:

zi,p = 1−(1−α′′i,p)
∏

j∈Ci

(
1−

(
1−θj,i

)( ∑
p′∈Pj

ρj,p′α
′′
j,p′

))
,

then xi,p and yi,p can be computed using conditional
probability rule:

xi,p =
qi,p

zi,p
and yi,p = 1− ri,p

zi,p

The average number of collisions during Ti,p is yi,p/xi,p

and the average collision time is ci,p = yi,p

xi,p
wi,p, where

wi,p is the average time consumed for failure transmis-
sions in the neighborhood of i:

wi,p =

∑
j∈C+

i

( ∑
p′∈Pj

α′′j,p′βj,p′ρj,p′
)
(1− θj,i)fj,p′∑

j∈C+
i

( ∑
p′∈Pj

α′′j,p′βj,p′ρj,p′
)
(1− θj,i)

III. THE FIXED POINT NETWORK MODEL

The fixed point algorithm attempts to find a consistent
solution for two set of the equations. The PHY and MAC
layer model equations presented in the previous section
constitute one set of the equations. The second set simply
computes the incoming traffic rates of the nodes from
the scheduling and loss rates of their upstream links as
follows:

λhi,p,p = ki,p(1− βm
i,p) for all i, p. (6)

The fixed point algorithm starts from the source node
of each path at each iteration where the arrival rate λi,p

are fixed and given. Given the input arrival rates of a
node i and its neighbors it uses the PHY and MAC layer
equations provided in the previous section to compute
the scheduling rates ki,p. Then, we use (6) to compute
the next hop incoming traffic rate. Then we repeat the
same procedure for the next hop. We continue iterating
and updating over all paths in the network until a fixed
point is reached.

IV. DESIGN METHODOLOGY

Although the fixed point algorithm provides for a
performance analysis of a given network configuration,
we need a methodology for network configuration and
optimization. We use optimal routing design as an exam-
ple to illustrate our proposed design methodology. We
implement the Dreyfus K-shortest path algorithm [12]
for path selection. For a given set of link weights
and integer value k and source-destination pair, this
algorithm finds k loop free paths with the minimum total
weight. We set all link weights to one, but it is possible
to use other weights based on the distance, bandwidth,
interference or other performance related criteria. We
use the gradient projection method to find the optimal
values for the routing parameters (routing probabilities)
to maximize the network throughput.

The gradient projection method requires iterative com-
putation of the throughput gradient. The fixed point
method provides a computational scheme that, after con-
vergence (i.e. the fixed point), describes the performance
metric (i.e. throughput) as an implicit function of the
design parameters (i.e. routing parameters). Thus, we
do not have (or obtain) analytic expressions of the
performance metric evaluations, but instead, we have a
program that computes the values of the performance
metric, while implicitly providing the dependence of
the values on the design parameters. We use Automatic
Differentiation (AD) to compute the gradients.

AD is a numerical method to compute the derivatives
of a program [10]. Using the fact that a computer



program is in fact a sequence of primary operations,
automatic differentiation records the relationships be-
tween them and using the chain rule, it is able to
provide the derivative of a function in a short amount
of time. We implemented Automatic Differentiation by
Operator Overloading in C++ using ADOL-C (Auto-
matic Differentiation by OverLoading in C++) [11].
Operator Overloading consists of changing the type of
the variables involved in the computation to a proprietary
type given by the Automatic Differentiation tool to allow
it to compute derivatives based on its linked libraries.

V. RESULTS

The first experiment compares the variation of the
throughput computed by our fixed point method ac-
cording to the desired load in the network with the
same metric estimated by OPNET. We set up a simple
network, presented in Fig 1(a). The blue nodes represent
the wireless stations, the black links the possible wireless
connections between the nodes, and the pointed red links
the path used in the connection between node 3 and node
7. Our routing algorithm finds the shortest paths between
nodes 3 and 7, which is 3-0-1-5-7. Using this path we
apply our set of fixed point equations to compute the
throughput of this connection according to the desired
load. As can be seen in Fig 1(b) our code’s outputs fit
OPNET’s predictions.

We also consider the network topology shown in
Fig 2(a). This network contains three active connections:
from node 3 to node 5 going through the network
vertically, from node 16 to node 21 crossing the network
horizontally, and from node 17 to node 22. To simplify
the figure, only one path for each connection is shown
in Fig 2(a). Fig 2(b) shows the variation of the network
throughput according to the number of available paths
for each of the connections. The performance of the op-
timization algorithm improves as the number of available
paths increases.

The main advantage of our tool over discrete events
simulation platforms such as OPNET is clearly the com-
putation time. While our fixed point converges on the
order of seconds, OPNET often requires several minutes
to compute the throughput. This makes our model more
suitable to compute approximations of throughput in
emergency situations. Table I compares the time needed
by our model and by OPNET as a function of the number
of active connections in the network.
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