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Abstract— Dividing an Open Shortest Path First (OSPF) 
Autonomous System (AS) into independent routing areas allows 
area topology abstraction, reducing route overhead, table size, 
and convergence time, while providing some isolation from bad 
routing data. On the contrary, areas reduce connectivity, while 
increasing configuration complexity, routing path length, and 
traffic concentration. The formation of performance efficient 
OSPF areas subject to multiple requirements is known to be NP-
complete problem; however, some simple heuristics have been 
used to optimize for particular routing metrics. For example, a 
min-cut can be used to ensure balanced number of nodes per 
area. However, no existing tools can optimize for actual end-to-
end performance requirements or take into account the 
characteristics of network topology. This paper describes a fast 
and flexible optimization tool that automates the design of Open 
Shortest Path First (OSPF) routing areas to meet heterogeneous  
end-to-end performance requirements. The tool is based on an 
enhanced version of Simulated Annealing (SA) algorithm, which 
is a general stochastic approximation method capable of handling 
multiple, diverse and conflicting requirements (multi-objective 
optimization). The Simulated Annealing based tool can provide 
from highly optimized solutions for network planners designing 
conventional wired OSPF networks with known application flows 
to scalability and robust solutions in wireless networks using 
MANET OSPF extensions with changing application needs. This 
paper formulates the OSPF areas design as a weighted-sum 
multi-objective optimization of routing metrics to maximize user 
capacity, while minimizing the increased delay and lost 
connectivity. For diverse topologies, we show significantly 
reduced user delay (over 25%) and increased available 
bandwidth (by over 400%). Further, we show that by simply 
adjusting the weights, the tool can prioritize the performance 
requirements and adapt to heterogeneous network environments.  

Keywords- OSPF routing areas; scalability; manageability; 
optimization; system capacity; end-to-end performance 

I.  INTRODUCTION.  
Any routing protocol that requires routers to know about every 
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destination or flood the network for each new flow becomes 
infeasible as the network dynamics grow and the number of 
nodes or sessions increases  [1]. Although there have been 
approaches to reduce this overhead (e.g., by restricting who 
gets updates  [2]), routing hierarchy is typically needed to 
provide scalability and manageability. 

Hierarchy works by limiting the scope of topology changes 
and abstracting the topology information in routing updates. A 
single address/label prefix, for example, can identify all nodes 
in a given level of the hierarchy. Thus hierarchy both reduces 
route update traffic and average routing table size. 
Furthermore, routing hierarchy provides some isolation from 
bad routing data, and allows faster healing of faults. 

On the negative side, hierarchy can significantly increase 
complexity (e.g., configuring border routers), average path 
length (e.g., for inter-area routes), and traffic concentration 
(e.g., in the backbone). Moreover, hierarchy can reduce inter-
area connectivity.  

Despite their potential drawbacks, hierarchies are widely 
used. The Autonomous Systems (ASes) of the internet use 
BGP  [16] for inter-domain routing among ASes, while using 
independent intra-domain routing protocols. Today, many 
ASes use Open Shortest Path First (OSPF)  [3]  [4]  [5] for intra-
domain routing. However, as the ASes themselves become 
larger and in some cases more heterogeneous (e.g.,  [6]  [6]  [8] 
 [9]), there is an increasing need of hierarchy even within the 
ASes. In particular, ASes are exploiting OSPF areas to provide 
greater scalability. 

In most conventional networks routing hierarchy design 
relies on manually analyzing the network topology to 
determine effective area boundaries and locations of border 
routers where summarization should be applied. Optimization, 
however, can provide better solutions. In a MANET 
environment or wherever nodes must be rapidly deployed, 
automated techniques become more essential. While there 
exist area optimization techniques for both wired and wireless 
networks (e.g.,  [20]  [21]  [22]  [23]  [24]  [25]  [26]  [27]), none is 
flexible enough to be applied across all kinds of OSPF 
networks or meet specific end-to-end performance 
requirements. This paper therefore proposes a new approach 
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that can provide both: a) more optimized solutions for network 
planners designing conventional wired OSPF networks 
(analogous to traffic engineering of routing weights  [10]  [11]); 
yet also provide b) efficient and robust solutions in wireless 
networks using MANET OSPF extensions  [6] with 
dynamically changing end-to-end performance requirements. 

Section II gives examples of possible OSPF areas' design 
requirements that we mathematically formalize into constraints 
and objectives. Section III describes our approaches to OSPF 
areas design optimization. Section IV shows how the routing 
objectives and constraints of Section II can be synthesized to 
represent multiple, diverse and conflicting end-to-end 
performance requirements. Section V presents some indicative 
results from the application of the proposed approach on some 
sample multi-objective OSPF areas design problems. 

II. OSPF AREA DESIGN OBJECTIVE AND CONSTRAINTS 
This section briefly overviews OSPF  [3], then provides 

some indicative examples of OSPF routing areas design 
objectives. 

A. OSPF Overview 
An OSPF router has one or more instances of OSPF 

running with interfaces assigned to it. Each OSPF instance 
assigns its interface(s) an IP address, an associated network 
mask, and a link weight. OSPF for IPv4  [4] and IPv6  [5] use 
the same fundamental mechanisms (e.g., flooding, Designated 
Router election, Shortest Path First calculations, and support 
for routing areas). The parts of the protocols that principally 
affect end-to-end performance are the:  

• Hello packets (Message Type 1): They are used to 
discover and maintain neighbor relationships. 
Bidirectional communication is indicated when the router 
discovers itself listed in the neighbor's Hello Packet. On 
broadcast and NBMA networks the Hello Protocol also 
elects a Designated Router to represent the network 
(which reduces the amount of Link State Update 
messages). 

• Link State Updates that exchange topology information: 
OSPF can get the whole database from its neighbors 
(Message Type 2 and 3). However, after a restart, most 
link state information is gained incrementally (Message 
Type 4 and 5), when a node floods its information about 
its links throughout the AS (or area). These Link-State 
Advertisement (LSA) messages are acknowledged. 
External routing information is also flooded unaltered in 
LSAs throughout the AS.  

OSPF uses a Shortest Path First algorithm to calculate a path 
to each destination with least total weight. 

B. OSPF Areas 
OSPF areas provide a two level hierarchy consisted of the 

OSPF backbone area (“Area 0”) and the non-backbone areas 
(e.g.,  [12]  [13]). The latter areas utilize the backbone area for 
the distribution and exchange of routing information. 

Figure 2 shows how a simple flat topology shown in 
Figure 1 can be divided into ASes (AS 101 and AS 102), with 
each AS divided into OSPF areas (e.g., AS 101 has 4 areas). A 
hierarchical OSPF network has three main types of routers:  

1. Internal Routers (e.g., R-4 in Figure 2) run a single copy 
of the basic routing algorithm.  

2. AS Boundary Router (e.g., BRa-1 in Figure 2) advertises 
AS external routing information throughout the 
Autonomous System (e.g., from BGP). 

3. Area Border Routers (e.g., BRb-7 in Figure 2) run 
multiple copies of the basic OSPF link-state algorithm 
(and separate link-state databases) for each area it is 
connected to. Area border routers condense the 
topological information: a) of their attached areas for 
distribution to other areas, b) its cost to all networks 
external to the area to its internal routers. In addition to 
the BR to Area 0, OSPF allows non-backbone BRs (e.g., 
BRr-17 in Figure 2) for direct communication among leaf 
areas (though they are not allowed to advertise routes 
outside its immediately connected areas). 

R-3R-2R-1

R-7 R-8 R-9 R-10
R-11

R-4 R-5

R-17
R-19R-16 R-18

R-20

R-6

R-21
R-15

R-12
R-13 R-14

R-24R-23 R-25R-22

 
Figure 1.  Example Flat Network with 25 OSPF routers, where LSAs are 

broadcast to all routers 
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Figure 2.  Division of 25 OSPF routing into a routing hierarchy, where most 

LSAs are broadcast only within their small OSPF areas. 

There are different kinds of non-backbone areas depending on 
the amount of aggregation at border routers  [12]  [13]. The BR 
aggregation is a key tool in balancing the tradeoff among 
routing overhead, table size, convergence time and routing 
sub-optimality  [10]  [14]  [11]. A BR can make the intra-area 
topology invisible from outside, thus greatly reducing the 
number and size of routing updates (as compared to treating 
the entire AS as a single domain)  [14]. Also, routing within 
the area (intra-area routing) is determined only by the area's 
own topology, lending the area protection from bad routing 
data. 



 

C. OSPF Areas Design: Constraints and Objectives 
Generally, any network design requirement can be 

formulated as a set of objective functions (to minimize or 
maximize) and constraints (bounds). Specifically, for the 
design of OSPF areas, indicative constraints include:  
• Intra-Area Connectivity: To isolate areas, OSPF requires 

a node to reach all other members of its area without 
passing outside the area. Thus, each OSPF area Ai, 
including Area 0 (A0), must be at least 1-connected graph: 
i.e.: 

Path P from nodei∈Ak to nodej∈Ak with no noden∈P and 
noden ∉Ak                 (1) 

• Inter-Area Connectivity: OSPF requires there is a single 
backbone Area 0 (A0) that is responsible for distributing 
routing information between non-backbone areas (Ai); thus, 
all Areas must be directly attached to A0:  

There is at least one nodei∈Ak, which is direct neighbor of 
at least one nodej∈A0                                                      (2) 

Once the constraints are satisfied, we want to maximize the 
hierarchy benefits while minimizing its drawbacks based on 
some known metrics, such as: 

 
n: Total number of nodes in the network. 

b: Desired number of backbone links per area. (e.g., to 
provide some redundancy and load balancing, 
without overloading the backbone, we may set 
b=2). 

g: Desired number of nodes in an Area (e.g., for larger 
networks we may set ng =  for reducing routing 
overhead). Thus the number of areas, ⎡ ⎤gnq =  

Table I lists indicative objectives (right column) for different 
routing metrics (left column). Due to the flexibility of the 
approach, the metrics listed on Table I are only indicative 
ones. We are not limited on those metrics but many other 
metrics are possible, such as those based on expected Link 
Expiration Time and relative node velocity that are not listed 
here. 

III. OPTIMIZATION APPROACH 
Table I provides some indicative and core metrics for the 
formulation of OSPF areas design requirements. Upon their 
formulation, an algorithmic framework has to utilize them for 
the formation of the corresponding areas. This section 
describes our flexible approach to OSPF areas optimization 
among other, less flexible approaches that have been used for 
the formation of network hierarchies. 

A. Alternative Optimization Architectures 
We consider three basic optimization alternatives: 
 

• Distributed optimization. Each node decides which part 
of the hierarchy it is in based on local information. The 
most popular distributed approach is to construct a 
Connected Dominating Set (CDS) within the network  [20] 
 [21]  [22]  [23]  [24]. Each node begins by randomly electing 
itself as “cluster-head” unless it first hears from another 
cluster-head. In some cases, certain nodes may have some 
bias towards certain nodes  [22]  [21] (e.g. those of or 
highest degree).  Eventually each non-clusterhead is at 
most d hops (typically 1 hop) from a clusterhead and all the 
clusterheads form a dominating set. The CDS based 
techniques have been applied to the specifics of OSPF  [8], 
where the members of the CDS become the backbone 
(OSPF Area 0 nodes). The distributed approach is simple 
and robust, making it ideal for the dynamic environments 
for which it was designed; however, it generally considers 
only a very small fixed subset of the possible and useful set 
of routing objectives and constraints that can be exploited 
in the design of OSPF areas. Specifically, the CDS based 
techniques are customized to operate only within the pre-
specified subset of objectives and constraints and they do 
not guarantee the optimality or even "goodness" of the 
OSPF areas formed subject to the imposed objectives and 
constraints. 

TABLE I   EXAMPLE OSPF ROUTING OBJECTIVES 

OSPF Area Metric Example Objective 
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• Sequential Multi-objective Optimization. A network can 
be optimized for multiple constraint or objectives one at a 
time. An example of centralized sequential optimization is 
proposed in  [25], where a fast min-cut algorithm divides a 
topology so the number of non-backbone inter-area links 
(Pi,j in Table I) is minimized, while roughly balancing the 
number of nodes in each non-backbone area (Ni in Table I). 
Next, if any areas are not connected (constraint (1)), a 
component merging heuristic is used. If the heuristic fails, 
they relax the balancing constraints and redo the min-cut. 
The third step is to construct the backbone Area (N0 in 
Table I), so it touches all areas (constraint in Equation 2). 
Finally, additional objectives can be applied for satisfying 
additional requirements (e.g., Mi,j,0 from Table I). By using 
multiple objectives sequential optimization can produce 
much better results than the simple distributed 
implementations, but the sequential optimization can 
produce highly non-optimal results. Optimizing for one 
function at a time can severely limit the possible solutions 
space and can even prevent finding a feasible solution 
(satisfying the constraints) in some networks. Figure 3 
shows how the initial cut at a solution (which is optimal for 
the first objective), might eliminate the possibility to 
converge to the overall optimal solution, due to the 
narrower view of the solution space. 

 

 
Figure 3.  Visualization of the broader search space used in parallel 

optimization compared to sequential optimization. 

• Weighted-Sum Multi-Objective Optimization 
There are many ways to combine the constraints and 
different objectives in parallel. One popular method is to 
use a weighted-sum of the y objectives (Oi), with the 
importance of each objective set by the weight (wi) applied 
to the objective: 

( )∑
−

=

1

0

.min
y

i
ii Ow                                  (3) 

where,                           ∑
−

=

=
1

0

1
y

i
iw                                      (4) 

In  [26], for example, a weighted sum was used to 

simultaneously create balanced sized clusters (represented 
by Ni in Table I) and minimum routing stretch (represented 
by Ri,j in Table I), while ensuring that intra-cluster 
connectivity constraint (1) is always satisfied. By 
simultaneously using all the information about the network, 
parallel optimization can produce much better results than 
distributed implementations. The challenge is to find 
efficient and robust means of solving the optimization.  

B. Multi-objective Optimization Realization 
To satisfy multiple, diverse and dynamically evolving 

performance requirements using parallel multi-objective 
optimization, we introduce a flexible optimization tool that 
consists of a mathematical framework responsible for the 
formalization of the performance requirements into objective 
functions and of an algorithmic framework responsible for the 
optimization of the corresponding objective functions. The 
algorithmic framework consists of two parts: 
• General stochastic approximation. The general 

stochastic approximation class of algorithms includes 
Simulated Annealing  [26], Genetic, and Kernighan-Lin 
graph partitioning algorithms  [27]. Given its proven 
effectiveness we chose Simulated Annealing (SA). By 
searching randomly the solution space, SA can provably 
converge to the optimal solution at the limit. SA 
probabilistically (e.g. using the Metropolis criterion) 
accepts worse solutions to avoid local minima (maxima), 
which might result in the formation of low “quality” areas 
subject to the imposed performance requirements. SA 
starts from a large value of its control parameter 0c , such 
that almost every move gets accepted. The value of the 
control parameter is cooled down (decreases) with respect 
to a cooling schedule. In each iteration a new solution C′  
is generated with a small perturbation on the currently 
optimal one *

tC . The difference in the solutions’ costs 

is *E E E′Δ = − , where *E is the cost of the currently 
optimal solution and E′  is the cost of the new generated 
solution, which both are computed based on the objective 
function being optimized. The new solution C′ is accepted 
( *

1tC C+ ′← ) with respect to Metropolis criterion: 
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SA algorithm terminates when the termination condition is 
satisfied. The weakness of original SA is its slow 
convergence time. However, as we have shown in [24] by 
adjusting the SA characteristics (e.g., enhanced SA), a 
small loss in optimality can be traded for orders of 
magnitude improvements in convergence times. For 
example, some indicative convergence times for enhanced 
SA based multi-objective hierarchy optimization are: a) 
1ms for 100 nodes, b) 20secs for 1000 nodes networks. 
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• Distributed heuristics. In the presence of network 
dynamics the continuous application of general stochastic 
approximation algorithm would require increased amounts 
of information transfer in small window of time. To 
remedy this weakness, some distributed maintenance must 
be performed. For this we need a distributed approach that 
uses the same constraints and objectives as the general 
stochastic approximation, but with only local information. 
For this we designed the Active Maintenance approach in 
 [28]. Here Area Border Routers (ABRs) at randomly 
scheduled intervals, perform local optimization by locally 
selecting the neighboring domains to join subject to the 
imposed performance requirements. These local 
reconstructive decisions provably converge, for specific 
class of objective functions to the global optimal. 

IV. END-TO-END PERFORMANCE OPTIMIZATION 
This section describes how we combine the multiple 

hierarchy objectives (from Table I) with a weighted sum that 
directly represents multiple and diverse end-to-end 
performance requirements for network connectivity, 
robustness, capacity and delay. 

A. Using End-to-End Performance Requirements 
The right column of Table I shows some indicative 

examples of mathematically formulated requirements into 
minimization or maximization optimization problems using 
the OSPF routing metrics. Unfortunately, although 
optimization of these metrics is desirable, the importance of 
each of these metrics to the end-to-end performance 
requirements (e.g., end-to-end delay), is not straightforward. 
Also, as many of these requirements are conflicting, it is 
always complex to know how to make the best selection or 
tradeoff among them. 

We propose to justify the assignment of nodes into OSPF 
areas and the selection of Area Border Routers in terms of the 
real network performance and cost objectives. Thus, for 
example, what the user cares about is not minimizing the 
number of hops to the border router or the routing overhead, 
but the effect that these metrics have on the network 
connectivity, capacity and end-to-end delay. 

B. Primary Impacts of Routing Metrics on End-to-End 
Performance 

We found that the routing metrics (from Table I) can be 
classified into one of three primary performance characteristic 
classes. These classes are connectivity/robustness, capacity 
and delay. 

Those metrics that primarily affect connectivity and 
robustness include: 

• Mi,j,0: Most paths go through the backbone, thus having 
maximizing k-connectivity the network connectivity and 
robustness is expected to be significantly improved.  

• Pi,j: Creating OSPF areas eliminates inter-area paths 

between nodes that use a non-backbone area as a transit 
network. Thus, minimizing the number of links cut by 
area divisions can improve connectivity and robustness. 

• Pi,0: Increasing the number of links in the backbone area 
(Area 0)  improves connectivity and robustness. 

Those metrics that primarily affect capacity include: 
• Bi,j,0: OSPF hierarchy eliminates paths that transit non-

backbone areas, forcing more traffic into the backbone 
(A0). LSA overhead in large networks is also roughly 
two orders of magnitude larger than any other area  [15]. 
Thus to improve network capacity, we want to maximize 
the available backbone bandwidth 

• Ni and q: As a first order approximation, we can estimate 
the OSPF routing overhead, which reduces the available 
network capacity that will grow as ( )2nΘ  in a flat 
network, where n is the number of nodes. However, with 
a two level area hierarchy with Ni=n0.5 nodes per area 
and q=n0.5 areas, the routing overhead only grows as 

( )5.1nΘ . Thus to improve network capacity, we can form 
n0.5 balanced sized areas. 

• Si,j,k, Ti,j,k: The OSPF hierarchy forces more traffic load 
into the backbone (A0). Even paths between directly 
connected areas will typically not travel by the optimal 
paths but through the backbone area. For improving the 
optimality of the routing paths and subsequently the 
network capacity, we want to minimize the amount of 
shortest paths or traffic that is cut by non-backbone areas 
division. 

Those metrics that primarily affect delay include: 
• Hi,j,k: OSPF routing stretch is proportional to the average 

distance of nodes from their area's corresponding Border 
Router(s). As OSPF directs most of the inter-area traffic 
through the Area-0 Border Routers, it is particularly 
desirable to minimize the distance of non-backbone 
areas' nodes from any node in A0: 

• Wi: Minimizing the number of hops across areas reduces 
the latency of routing updates. The less hops can also 
reduce the routing stretch among areas and this can 
subsequently benefit the end-to-end delay. 

• dl: The delay on each active link of the end-to-end path 
selected by OSPF affects the end-to-end delay. The 
selection of the end-to-end path and the corresponding 
end-to-end delay are significantly affected by the design 
of OSPF areas. 

We also note that the objectives are not independent. For 
example, increasing the number of backbone links (Pi,0) 
directly improves connectivity and robustness, but will also 
increase the backbone routing overhead (by increasing N0 ) 
and reduce latency (by reducing Hi,j,k). 



 

C. Weighted Sum Objectives for OSPF 
Rather than having a fixed objective, we formulated a 

weighted sum of objectives with flexible weights that depend 
on: 

• The relative importance of connectivity (wc), capacity or 
rate (wr) and delay (wd). 

• The network environment (e.g., network size, node 
density, dynamics). For example, in larger more 
dynamic networks the importance of routing overhead 
(and the parameters Ni and q) on overall capacity can be 
highlighted. 

The general form of the weighted sum objectives is given by 
the equation below: 

( )+++ )()()( 0,3,20,,1 iqcjipcjimcc PfwPfwMfww  

( )++ )()( 2,,1 iwdkjihdd WfwHfww  

( )),(),()( ,,,,320,,1 kjikjisrinrjibrr TSfwqNfwBfww ++  

where,  
1=++ rdc www  

1321 =++ ccc www  
121 =+ dd ww  

1321 =++ rrr www  

The values of wc, wd, and wr reflect the relative importance 
of network connectivity, delay and capacity, while the value of 
wc1, wc2, wc3, wd1, wd2, wr1, wr2, and wr3 reflect the importance 
of the specific OSPF areas' characteristics In order to simplify 
the optimization, some weights may be set to 0 when their 
relative importance is low for the corresponding design. 

D. Example Objectives for OSPF Areas Design 
We have designed many objective functions that emphasize 

various diverse end-to-end performance requirements. 
Representative examples are described by the following 
objective functions: 
• Maximizing Capacity when routing overhead is the 

most important factor. If we assume that we have a 
limited bandwidth dynamic network, where routing 
overhead can be significant factor to the total available 
bandwidth, then we require an OSPF configuration that 
minimizes routing overhead by creating balanced size 
areas. Our objective function that corresponds to this 
requirement (see Table I) is formalized as: 

( )2*

1

( ) min
OSPF

q

OSPF i iA i

J A N g
=

= −∑                   (5) 

where, 

OSPFA : OSPF areas configuration 

q : number of OSPF areas 

iN : number of nodes per area 
*
ig  optimal size per OSPF area for 

reducing routing overhead 
 

• Maximizing Capacity when path stretch is the most 
important factor. If we assume that we have a guaranteed 
high bandwidth network, where routing overhead 
represents a small fraction of the total bandwidth, then an 
important factor affecting capacity can be routing stretch 
(increased path lengths due to the hierarchal routing). The 
stretch requires more network resource usage, reducing 
overall network capacity. Our objective function that 
formalizes the minimization of routing stretch requirement 
is: 

1
( ) min

OSPF

P
OSPF

OSPF sA s
J A R

=

= ∑                      (6) 

where: 

OSPFA : OSPF areas configuration 

P : set of source-destination pairs 
OSPF
sR : OSPF routing path length (stretch) for 

source destination pair s  
 
• Maximizing Capacity when both path stretch and 

routing overhead are important. The multi-objective 
function and the corresponding weights that best combine 
routing overhead and stretch for improving the capacity of 
network is:  

( )2*

1 1
( ) min 0.1 0.9

OSPF

q P
OSPF

OSPF i i sA i s
J A N g R

= =

⎡ ⎤
= ∗ − + ∗⎢ ⎥

⎣ ⎦
∑ ∑   (7) 

 
• Maximizing Capacity and Minimizing Delay. In this 

indicative scenario we combine factors related to overhead 
(e.g. we assume again that the main overhead source is the 
routing overhead) and added delay due to the hierarchal 
routing since it is not using the lowest delay paths through 
the network. The optimal weights have been obtained 
experimentally and are provided in the following objective 
function that formalizes the combined capacity and delay 
requirements: 

( )22 *

1 1 1
( ) min 2 10 * 0.98

OSPF
s

OSPF

Pq P

OSPF i i lA i s l
J A N g d−

= = =

⎡ ⎤
= × − + ∗⎢ ⎥

⎢ ⎥⎣ ⎦
∑ ∑ ∑  (8)  

where, 

P : set of source-destination pairs 
OSPF

sP : active links on the end-to-end OSPF 
path for source-destination pair s   

ld : Delay on active link l  

V. RESULTS 
This section presents quantitative results from the 

application of our enhanced optimization framework on the 
design of OSPF areas in various networks subject to diverse 
end-to-end performance objectives. Specifically, we provide 
results, related to the ability of the proposed mechanism and 
objective functions to form OSPF routing areas that satisfy 
multiple and diverse end-to-end performance requirements.  



 

A. Experimental Setup 
The experimental set up of this simulation analysis is based 

on the generation of 100 diverse networks (e.g. different node 
densities) of 100 nodes each. Each active link lz, which is 
defined by the nodes iz, jz of network z is characterized by a 
delay ,z z

z

i j
ld , which follows the uniform distribution 

( ), ~ 10z z

z

i j
ld U ms . This characterization virtually injects link 

diversity into the network and does not affect the generality of 
the conclusions drawn.  

B. Improving Network Capacity and Delay 
The results shown on Figure 4, represent the average 
improvement on end-to-end delay when different number of 
OSPF areas (e.g. 3 to 8 areas, where the backbone Area-0 is 
also included) are designed subject to optimizing only for 
capacity ((Objective 1),equation (5)) or for both capacity and 
delay ((Objective 1+Objective 2), equation (8)). 
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Figure 4.  Multi-objective optimization effect on end-to-end delay 
performance 

In each simulation scenario, the delay has been computed 
based on the end-to-end path obtained by emulating OSPF 
routing protocol on the designed areas for a set of ten 
randomly selected source destination pairs. Each bar per data 
point corresponds to confidence interval of 95%.  

Figure 4 shows the importance of the multi-objective 
optimization on the design of OSPF areas. The end-to-end 
delay improvement with multi-objective optimization is 
significant compared to the end-to-end delay measurements in 
the case of single objective optimization (e.g. routing 
overhead), where the delay was not considered. Furthermore, 
after the multi-objective optimization of OSPF areas the end-
to-end delay is very close to the optimal one, which has been 
computed by applying Dijkstra’s shortest path algorithm on 
the weighted (e.g. link delay) graphs that represent the flat 
network topologies. We have to highlight also the fact that the 
routing overhead remains low and undisturbed, even though 
we have added the extra requirement on end-to-end delay 
performance.  

An interesting observation from the analysis of results, is 
that the average end-to-end delay improvement is lower for 

small (e.g. 3 areas) or large (e.g. 7 and 8) number of designed 
areas compared to the intermediate cases, where 5, 6 and 7 
number of areas have been formed. Even though the effect is 
the same the explanation is different for the lower and higher 
number of formed areas. Specifically, for the lower number of 
formed areas the effect of single objective is less significant 
due to small number of OSPF areas, so the end-to-end delay 
suboptimality is not exploited much. The latter is because the 
suboptimality mainly arises due to inter-area routing, since the 
intra-area routing is supposed to be optimal. In the case of 
larger number of formed areas the suboptimality is due to the 
large solution space. The enhanced optimization algorithm, 
which has been configured towards fast convergence rather 
than optimality, is unable to sufficiently explore the solution 
space in order to obtain an optimal solution. The latter can be 
fixed by allowing the optimization algorithm to run for more 
time (e.g. configure it for optimality), instead of configuring it 
towards fast convergence. 

As expected, when the areas formation objectives 
simultaneously emphasize routing overhead reduction and 
end-to-end delay performance, the OSPF paths are not 
established only with lower overhead but they are also 
characterized by smaller end-to-end delay. On the contrary, 
when the objectives for the formation of domains do not 
consider the end-to-end delay, the routing overhead may be 
low but the paths are characterized by large end-to-end delay, 
which may affect considerably the performance of many delay 
sensitive (e.g., real-time) applications.  

C. OSPF Areas Design: Impact on Capacity 
Previously, the selected design objectives aimed on the 

design of areas that reduce both routing overhead and end-to-
end delay. In this section we present the ability of the OSPF 
areas design mechanism to improve multiple factors that affect 
capacity. Specifically, we compare the available capacity of 
the network, when OSPF areas are designed merely for 
reducing the path length suboptimality caused by hierarchical 
routing (6) and when the areas are formed so that both OSPF 
routing path length suboptimality and routing overhead (7) are 
simultaneously reduced. 

Having formed OSPF areas under both simulation analysis 
scenarios, we measured the capacity consumed for signaling 
by OSPF protocol. Based on the latter measurements and 
taking into consideration (9) we computed the available 
capacity remained on the network for data delivery. 

 
Definition (Available Capacity): If the flat capacity of the 
network G is GC and the bandwidth consumed by routing 

overhead and routing stretch is G
rO , then the available 

network capacity a
GC is evaluated as: 

a G
G G rC C O= −                                  (9) 

 In the specific experiments we assume that the networks are 
characterized by limited resources (e.g. their capacity is 104 



 

Kbps), so that routing overhead has substantial impact on their 
available resources and performance. 
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Figure 5.  Multi-objective optimization effect on available network capacity 

Figure 5 shows the dramatic impact of routing overhead on 
capacity. The top line of figure 5 reflects the end-to-end 
network capacity ( GC ) before taking into account the routing 
overhead. Using only on the routing path length suboptimality 
given by (6), the available capacity is low (e.g., only 20% of 
the network capacity, since 80% is consumed by routing 
overhead). In contrast, when the OSPF areas are formed 
subject to both objectives (7), routing overhead has been 
reduced significantly and utilizes only 20% of network 
capacity, allowing the rest 80% available for data delivery.  

During the simulation we observed that when the formation 
of OSPF areas is subject only to routing path suboptimality, 
the tool assigns a large number of nodes to the backbone 
(Area-0). Intuitively, this is expected since all inter-area traffic 
utilizes the backbone resulting in suboptimal paths, as opposed 
to the intra-area routing that has been assumed optimal with 
respect to path length. The membership size imbalance of the 
formed areas becomes the main source of the significant and 
overwhelming routing overhead.   

VI. CONCLUSION 
This paper presents the significance of using multiple and 

diverse end-to-end performance objectives rather than routing 
objectives for the design of areas (e.g. clusters). Although, the 
proposed stochastic approximation based mechanism 
(Simulated Annealing) is independent of the imposed areas 
design requirements, we selected two indicative sets of 
multiple objectives: 

• Design of OSPF areas, which simultaneously improve 
capacity and end-to-end delay. 

• Design of OSPF areas, which minimize multiple sources 
that limit the available network capacity. Specifically, 
end-to-end path suboptimality (stretch) and routing 
overhead. 

 
By weighting appropriately the routing objectives in 
accordance to the network environment and their importance 
on the end-to-end performance, we show that the network 
performance improves significantly, compared to the 
scenarios, where the areas formation is unaware of the 
performance objectives of interest. Specifically the results 
show that for multiple different topologies, we could 
significantly reduce user delay (over 25%) and increases 
available bandwidth (by over 400%). 

More generally, we identified the importance of the routing 
metrics on the formation of hierarchical structures to meet 
capacity, delay and connectivity requirements. This work also 
emphasized the importance of parallel multi-objective 
approaches such as Simulated Annealing, compared to the 
inherent weakness of sequential multi-objective mechanisms 
for simultaneously satisfying and trading off multiple end-to-
end performance objectives. Even though the latter 
mechanisms are more realizable in dynamic network 
environments, they cannot provide the flexibility and quality 
of solutions obtained by the parallel multi-objective 
optimization approaches. 

While the results indicate the greater flexibility and 
optimality of the new optimization framework over existing 
approaches, additional research is required to further improve 
various aspects of end-to-end network performance. 
Specifically, we need to better understand the importance of 
different metrics, how they impact each other and how this 
knowledge will lead to better multi-objective optimization 
equations. Also, research is needed to understand how to set 
the weights on the various objectives subject to the type of 
network environment and the relative importance of the 
imposed requirements. 
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