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ABSTRACT
We consider a wirelessnetwork consisting of multiple transmitters
with multicast traffic destined for a set of receivers. We are inter-
ested in the problem of joint scheduling and rate control under two
performanceobjectives; the objective of maximizing the total sum
throughput of the network and of being proportionally fair with re-
spect to the received rate at each receiver. We first consider static
wirelessnetworks, and then extend our analysis for the more gen-
eral and more realistic case of time-varying networks. We finally
verify our analytical results througha set of simulations.

1. INTRODUCTION
Medium accesscontrol methods have agreat impact on the per-

formance of wireless systems where the limited resources need to
be shared in an efficient andeffective manner amongmultiple con-
tending users. Thepresenceof medium accesscontrol becomes es-
sential to mitigate the interferencewhen the number of users in the
network increases. Clearly, the decisions regarding how to restrict
accessto the channel are tightly coupled with the characteristics of
the physical layer, in particular with the corresponding powers and
rates at which the contending nodes operate.

In thispaper, we consider asingle-hop network of multipletrans-
mitters, each multicasting traffic destined for a set of receivers.
Each transmitter is associated with a multicast session and the re-
ceiversof various sessionsare allowed to overlap. We areinterested
in the problem of jointly scheduling the transmitters and control-
ling their rates under two criteria, the criteria of total throughput
and proportional fairness. We incorporate the physical layer into
the scheduling decisions through the physical interference model
which asserts that a transmission is successful i f the ratio of the
received signal power over the total interference and thermal noise
powers at a receiver exceeds a certain threshold (SINR criterion).

The problem of joint scheduling and rate control in the context
of wireless systems has been studied extensively in the literature
under a variety of different settings ([1], [2], [3], [4], [5], [6], [7],
etc.).
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In [1] the problem of joint scheduling and rate control in static
wirelessnetworks under unicast traffic is considered. The optimal
solution for the problem of maximizing the total (sum) throughput
with and without a minimum rate requirement for every transmit-
ter is characterized. It is further shown that when the transmission
powers are large apure Time Division Multiple Access(TDMA)
scheme, where asinglenodetransmitsat any given time, isoptimal
with respect to maximizing the total throughput in the presenceof
minimum rate constraints. In addition, the problem of obtaining a
max-min fair and proportionally fair rate allocationisformulated in
termsof a linear and a non-linear program respectively. However,
in [1] the optimal solution is not characterized in neither formula-
tion.

In adifferent work [2] we consider theproblem of joint schedul-
ing and rate control for unicast traffic in static wirelessnetworks
under theobjectiveof proportional fairness. We assume arestricted
problem that allows to employ only a subset of the total possible
rate control and scheduling actions. Specifically, we restrict our
attention to rates that can be achieved by scheduling the transmit-
ters one at a time, in a pure TDMA fashion, and also rates that can
be achieved by letting all the transmitters to operate concurrently.
We further characterize the optimal proportionally fair probabilit y
distribution over this restricted set of rate control and scheduling
decisions which specifies the probabilit y with which each decision
is chosen. Thus we show that contingent uponthe channel condi-
tions and the amount of interference that each transmitter causes
to the others it may be preferable to allow all the transmitters to
operate simultaneously for a certain fraction of the time. This is
due to the fact that althoughthe individual rate of any transmitter
when it isactivated in apure TDMA fashion ishigher than the cor-
responding rate under concurrent operation, the latter may still be
preferable when the transmitters do not interfere much with each
other and hence can be assumed to operate almost independently.
The work in [2] aims to exactly characterize this trade-off in the
scheduling, namely to characterizewhen it isbetter, with respect to
the objective of proportional fairnessto allow more concurrent ac-
tivationstransmittingat lower ratesor to schedule fewer activations
at higher rates.

However, although[1] and [2] consider static wirelessnetworks
in practice the wireless links are hardly ever static due to fading,
mobilit y and other effects. Towards this end, a large body of re-
search studied theproblem of scheduling under time-varying wire-
lessnetworks. In particular, amodel that hasbeen extensively stud-
ied is the downlink channel of a base station, transmitting unicast
data traffic to a set of mobile terminals under the assumption that
the base station can serve asingle terminal at any given time in a
TDMA manner. One such scheduling algorithm is theproportional
fair sharing scheduler (PFS) introduced by Qualcomm for its High
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Data Rate (HDR) system. The PFSselects a single terminal for
transmission at any given time; the one that maximizes the ratio of
a user’s instantaneous rate to the average rate it has received so far.
Therefore, those terminals that received comparably lower average
data rates until the current decision instant are more likely to be
selected in the optimal solution. The PFSis shown to be optimal
with respect to the objective of proportional fairness([3], [4], [5]).

In asubsequent work [6] a time-varyingwirelessnetwork iscon-
sidered in which multipletransmittersare allowed to operatesimul-
taneously in order to send their unicast traffic to their respective
destinations. The channel processis assumed to be stationary and
ergodic, but otherwise arbitrary. Under thisgeneralized framework
a rate allocation policy is introduced that isoptimal with respect to
maximizing a strictly concave, increasing utilit y function. In spite
of the generality of the formulation, the model in [6] does not cap-
ture the objective of proportional fairness. In a different work [7] a
broader classof utilit y functions is accounted for and the problem
of optimal rate allocation for a switch serving a set of queues is
considered. However, in [7] the state processof the switch, which
defines its servicerate, is constrained to alternate amongstates ac-
cording to a stationary and ergodic, finitestate Markov Chain.

Althoughthese works consider the problem of rate control for
utilit y maximization under unicast traffic, a large amount of traffic
in networks is comprised of multicast data. In [8] a base station
with multicast traffic destined towards various groups of receivers
is considered. It is assumed that at any given time only a single
multicast group can be selected for transmission and that all the
terminals in the group must receive at the same rate. Hence, the
decision that needs to be made at any given time is which unique
multicast group to serve and at which rate under two objectives;
first the objective is to be proportionally fair with respect to the
total rate of each multicast group, and in the sequel, with respect
to the overall rate of each terminal when it is a member of various
multicast groups.

In thispaper, wegeneralizeprior work in that we consider multi -
cast traffic under both static and time-varying environments where
concurrent activations of the transmitters are allowed. Specifically,
in the first part of this paper we consider static wirelessnetworks
under multicast traffic. We first obtain the optimal rate control and
scheduling policy to maximizethe total throughput of thenetwork.
Next, similarly to [2], we restrict our attention to two simple, yet
non-trivial, schemes, namely concurrent activation of all the trans-
mittersaswell asa TDMA scheme that activates asingle multicast
transmitter at any given time. Weobtain aproportionally fair proba-
bilit y distribution over this reduced set of rate control and schedul-
ing decisions. Our results generalize [2] in two aspects; (i) we
consider multicast traffic, and (ii ) we employ a weaker set of as-
sumptions. Moreover, since unicast is a special case of multicast
traffic our model can beused to obtain the results in [2]. Unlike [1]
our objective is to not only formulate the problem of proportional
fairness as a convex optimization problem, but also to explicitl y
characterize the optimal solution and thus be able to deduceunder
which channel conditions, reflecting to corresponding rates, one
scheme is better than the other.

However, wireless systems are time varying in general. Hence
we proceed by considering time-varying networks. We obtain an
optimal policy that maximizes the total throughput of the network.
Wefurther introduce asystematic algorithm, that is“channel-aware”
and “opportunistic” and achieves proportional fairness by taking
greedy decisions at any given time as in [9]. We extend the results
of [3], [4], [5], [6] and [7] by considering the problem of propor-
tionally fair rate allocation for multicast traffic. Further we extend
[3], [4] and [5] in that our model allows for concurrent activations.

Our results are also different from [6] and [7] by assuming a re-
laxed set of assumptions on the channel process. Since amulticast
transmission is a general case of unicast our results are valid for
unicast transmissions as well . We also extend the results of [8]
in that we allow multiple multicast transmissions to be scheduled
simultaneously.

The rest of this paper is organized as follows. In Section 2 we
present thenetwork model we consider. In Section 3wediscussthe
problem of total throughput maximizationand proportional fairness
in static networks. Next, in Section 4we extend our discussions to
time-varying networks under a broader class of utilit y functions,
which captures the objectives of total throughput and proportional
fairness. In Section 5we verify our analytical results througha set
of simulations. Finally, we conclude the paper in Section 6.

2. MODEL
We consider a single-hopwirelessnetwork of T multicast trans-

mitters and D receivers. The time is slotted. We denote by T and
D thesetsof transmittersandreceivers in thenetwork respectively.
Each transmitter k ∈ T wishes to multicast at a common rate (sin-
gle rate multicast) to a set of receiversD(k) ⊆ D. We call the pair
(k,D(k)) a multicast session. Our model is general enoughto ac-
count for the special cases of unicast and broadcast traffic as well ,
i.e., when the cardinality |D(k)| of theset D(k) isequal to1 andD
respectively. We assume that a receiver d ∈ D can be amember of
more than one multicast session, i.e., for any two multicast trans-
mittersj, k ∈ T , it i spossible that D(k)∩D(j) 6= ∅. For example,
in Figure 1 receiver 1 is an intended receiver for both transmitters
1 and 2. In this work we do not consider bursty traffic but assume,
instead, that each transmitter is saturated and always has enough
data to send. Moreover, at each time slot n each transmitter k
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Figure 1: A network of T multicast t ransmitters and D re-
ceivers.

transmitsat a power level Pn(k). We assume that Pn(k) takes two
possible values, namely Pmax

k when transmitter k operates at its
maximum power and 0 when it remains silent. We denote by Pn

the K-dimensional vector of transmission powers at time slot n,
i.e., Pn = (Pn(k), k ∈ T ). We also denote by N(d) the noise
power level at receiver d ∈ D. The network model we consider
is depicted in Figure 1. Note that althoughwe restrict our atten-
tion to asingle-hop network, our model can be used to addressand
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ill uminate the scheduling and rate control problem in full -fledged
multi -hop networks under fixed routing.

Consider a channel process{Sn}
∞
n=0 that specifies the changes

in the channel conditions between every transmitter and receiver
in the network. The time-variabilit y of the channel processis due
to node mobilit y, channel fading, shadowing, simple path loss, etc.
The process{Sn}

∞
n=0 is stationary and althoughit can vary from

oneslot to another, it i sassumed to befixed duringtheduration of a
timeslot. For each timeslot n, the channel stateSn = {Gn(i, j), i ∈
T , j ∈ D} specifies the overall channel effect Gn(i, j) between
each transmitter i and receiver j. The process{Sn}

∞
n=0 takes val-

ues from a continuous set S which has probabilit y density function
fS(·). In the first part of this paper we consider static channel pro-
cesses, i.e., Sn = s ∈ S , for all n = 1, 2, . . .. In the second
part wegeneralizeour discussions to addressthemoregeneral, and
more realistic, case of time-varyingchannel processes.

Regardless of the definition of the channel process, we define
the outcome of a transmission based on the physical interference
model. Specifically, we say that a transmission from a transmit-
ter to its intended receiver is successful i f the Signal to Interfer-
ence plus Noise Ratio (SINR) at the receiver exceeds a specified
threshold. Althoughapproximate in general, this model accounts
for the fact that in awirelessnetwork all the concurrently transmit-
ting nodes may interfere andcause atransmissionto fail , depending
on the channel conditions and the respective powers of the concur-
rently transmitting nodes. The SINR threshold depends on various
communication-related parameters, such as the transmission rate,
themodulation type, the coding technique, thetarget bit error prob-
abilit y, etc. In this work, we only examine the dependence of the
SINR threshold onthe rateof the transmissionandassume that the
rest of the parameters remain constant.

When at sometimeslot n atransmitter k multicastsat acommon
rate r to all it s intended receivers in the set D(k), then theSINR at
each receiver d ∈ D(k) must exceed the corresponding threshold,
i.e.,

Pn(k)Gn(k, d)

N(d) +
P

j∈T ,j 6=k Pn(j)Gn(j, d)
≥ γn,d(r), ∀d ∈ D(k). (1)

Weconsider that each receiver d ∈ D has multi -packet reception
(MPR) capabiliti es, in other wordsat any given timeit may receive
successfully from multiple transmitters as longas the correspond-
ing SINR from each one of them exceeds the required threshold.
Thus, it i s possible for two, or more, multicast transmitters with
overlapping receiving nodes to concurrently transmit successfully.

It iswell -known that the transmission rate is an increasing func-
tion of the SINR threshold (See e.g., [10].). Hence, it follows that
when the transmission rate is lowered, the corresponding value of
the threshold decreases, and thus more transmissions can jointly
satisfy the condition of (1). On the other hand, an increase in
the transmission rate increases the SINR threshold, which restricts
the number of transmitters that can concurrently accessthe chan-
nel successfully. By varying the transmission rates, and hence the
thresholds, we can obtain two extreme cases: (i) a pure TDMA
scheme, where only a single transmitter can successfully transmit
at any given time, and (ii ) a scheme where all t ransmitterscan suc-
cessfully multicast concurrently. In general for a network of T
multicast transmitters there exist 2T − 1 possible ways to sched-
ule them1. We call the possible ways at which the transmitters can
be activated as actions. Let us denote by A the set of all possible
1We subtract the scheduling action that corresponds to all t rans-
mittersbeingsilent sincegiven thefact that their queuesare always
saturated at least onetransmitter will be activated at any given time.

actionswith |A| = 2T − 1. It isnot immediatewhich subset of the
transmitters must operate at any given time and at which rate, i.e.,
a scheduling and rate control action needs to be determined. The
optimal action to be selected depends on several factors such as
the adopted performance objective, the channel and network con-
ditions, etc.

We proceed to define the set of feasible transmission rates that
can be achieved through all possible rate control and scheduling
actions. Let Rn(s) be the feasible rate region at time slot n when
the state isSn = s ∈ S . Based onthe above, Rn(s) is defined as

Rn(s) =



r = (r1, . . . , rT ) : ∀k ∈ T , ∀ d ∈ D(k),

Pn(k)Gn(k, d)

N(d) +
P

j∈T ,j 6=k Pn(j)Gn(j, d)
≥ γn,d(rk)

˛

˛

˛

˛

Pn(k) ∈ {0, Pmax
k }

ff

.

(2)

It is easy to observe that for any given power vector Pn, there
exist multipleratevectors inRn(s) that satisfy theSINR criterion.
Without lossof generality, we are interested only in those vectors
in Rn(s) that correspond to the maximum transmission rates for
which the SINR criterion is jointly satisfied at every receiver. This
is reasonable since as all the transmitters are saturated they will
always transmit at thehighest ratepossiblewhenever activated. We
denote this new region by R̃n(s). Under this assumption, the set
R̃n(s) is a discrete set that contains 2|A| rate vectors, which can
be obtained byactivatingall possible subsets of theT transmitters.
Each such ratevector r ∈ R̃n(s) corresponds to an achievable rate
under a scheduling action j ∈ A.

In therest of thepaper weobtain medium accesscontrol schemes
that take the characteristics of the physical layer into account. Our
objective is to maximize the total throughput of the network and
addressfairnessby employing the criterion of proportional fairness
under multicast traffic for both static and time-varying networks.
We define by throughput the overall t raffic that reaches all the re-
ceivers of a multicast session. Thus for any two multicast trans-
mitters that transmit at equal rates, the transmitter that has a higher
number of receivers is assumed to contribute more with respect to
throughput.

3. STATIC NETWORKS
In this section we consider networks that are time-invariant. We

assume that the channel effect between every transmitter andevery
receiver isdueto purepath losswhich isfixed in time. Hence, at ev-
ery timeslot n the channel stateSn isgiven bySn = {G(i, j), i ∈
T , j ∈ D}, where0 < G(i, j) ≤ 1 is thepath lossbetween trans-
mitter i and receiver j. As we mentioned previously, every rate
vector in the rate region R̃n(s) corresponds to an action j ∈ A.
Due to the time-invariabilit y of the network with a littl e abuse of
notationwe refer to the feasible rate regionasR̃. Wefurther index
each ratevector in R̃ by the actionj ∈ A that achieves it. Thus, we
denote by rj

k the rate at which transmitter k ∈ T transmits to all of
the receiversD(k) in its multicast session, under action j ∈ A.

Sincewe consider single-rate multicast, the rate of transmitter k
is equal to the rate of every receiver d in its multicast group (d ∈
D(k)). Thus, we can characterize the rate of each receiver d ∈
D(k) throughthetransmissionrateof itscorrespondingtransmitter.

In Section 3.1 weobtain aschedulingandrate control policy that
maximizes the total (sum) throughput of the network. Sincemaxi-
mizing the total throughput of the network can be unfair to certain
transmittersthat face apoor channel, in Section 3.2 we consider the
commonly used criterion of proportional fairness. We further ob-
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tain a rate control and scheduling policy that is proportionally fair
with respect to the received rate.

Let π = (π1, . . . , π|A|) denote aprobabilit y distribution over
theset of all possiblerate control andschedulingactions inA2. We
then define the effectiverate of transmitter k ∈ T to be

rk =
X

j∈A

rj
kπj .

3.1 Total throughput
In thiswork wemeasurethroughput in termsof thetotal received

rate of all receivers in a multicast session. Under the assumption
that the network is static, the maximization problem can be formu-
lated as follows:

max
π

X

k∈T

|D(k)|
X

j∈A

rj
kπj (3)

s.t.

πj ≥ 0, j ∈ A, (4)
X

j∈A

πj = 1. (5)

Note that the problem described by (3)-(5) is a linear program. Its
solution isgiven by the following proposition.

PROPOSITION 1. The optimal policy that solves (3)-(5) with
the objective to maximize the total throughput of the network as-
signs a non-zero probabilit y to those actions j ∈ A that maximize
the total sum throughput Tj , where

Tj :=
X

k∈T

|D(k)|rj
k.

If there exists a unique such action the optimal policy will choose
it with probabilit y 1. Otherwise, in the presenceof more than one
maximizers, the optimal policy will arbitraril y time-share among
them.

It is clear that optimizing the total throughput of the network
leads to an efficient utili zation of the network resources since we
maximizethe total rate that thenetwork can support. Nevertheless,
similarly to the unicast case [1], it can lead to serious unfairness
amongthetransmitterswith poor channel conditionsby prohibiting
them from accessing the channel. In the next section we consider
theutilit y of proportional fairness[11] which hasbeen widely used
as a performance metric in wirelessnetworks since it provides a
goodcompromise between efficiency and fairness[12].

3.2 Propor tional fairness
In this sectionwefocusontheobjectiveof proportional fairness.

Specifically afeasibleratevector r = (rk, k ∈ T ) is said to bepro-
portionally fair if for any other feasible rate vector r

′ = (r′k, k ∈
T ) it i s true that

X

k∈T

r′k − rk

rk
≤ 0.

It was shown in [11] that the objective of proportional fairness is
equivalent to maximizing the sum of the logarithms of user rates
over all the feasible rate vectors.

Recall that rj
k is the transmission rate of transmitter k under ac-

tionj. Hence, obtaining theproportionally fair rate can begiven as

2We assume that this probabilit y distribution exists by requiring
ergodicity on the selection of the different actions.

an optimization problem with respect to theprobabilit y distribution
over which each action is chosen. This isgiven next:

max
π

X

k∈T

|D(k)| log

„

X

j∈A

πjr
j
k

«

s.t.

πj ≥ 0, ∀ j ∈ A,
X

j∈A

πj = 1.

Let the vector π
? = (π?

1 , . . . , π?
|A|) be the vector of probabiliti es

with which each action is chosen in order to achieve proportional
fairness. The fact that the number of possible actions is exponen-
tially increasing in the number of multicast transmitters renders an
analytical computation of each action probabilit y infeasible. In-
stead, in what follows we are going to focus our attention on a
restricted, yet non-trivial, problem in which we consider actions
given by two extreme threshold selections. In particular we arego-
ing to decrease the SINR threshold values to the maximum such
values that allow all the multicast transmitters to operate concur-
rently. Wewill call thisapproach as “Lowering the Rates” or “LR”
in short. It will correspondto “Action 0” . Further we consider T
possible actions (“Action1” to “ActionT ” ) that areobtained by in-
creasing the SINR thresholds so that only a single transmitter can
accessthe channel at any given time. We will call this approach as
“Scheduling” or “SCH”. Hence, each action k = 1, . . . , T corre-
sponds to transmitter k beingactive in an interferencefreemanner.
Thus, the two schemes “LR” and “SCH” yield a total of T + 1 ac-
tions, as shown in Figure 2. Under the “LR” scheme althoughall
transmittersoperate concurrently their individual rates may bevery
low due to the effects of interference. On the other hand, under the
“SCH” scheme althougha single transmitter is active at any given
time its rate is higher than its corresponding rate under the scheme
“LR”, at the cost of accessing the channel for a smaller fraction of
the time due to the time-sharing.

Next, we find the optimal proportionally fair probabilit y distri-
bution over the aforementioned restricted set of actions by solving
the following problem:

max
π

X

k∈T

|D(k)| log(π0r
0
k + πkrk

k) (6)

s.t.

πj ≥ 0, ∀ j ∈ {0, 1, . . . , T}, (7)
T

X

j=0

πj = 1. (8)

Before we characterize the optimal policy solving (6)-(8), we
provide some useful definitions. Let J be asubset of the set T ,
such that for every j ∈ J it i s true that πj > 0. Also let the
complement J c of theset J , i.e.,J c = T \J , betheset such that
for every i ∈ J c it follows that πi = 0. Given these definitions,
the optimal policy is defined as follows.

PROPOSITION 2. The optimal proportionally fair policy that
solves (6)-(8) has the following properties:

1. If

X

k∈T

r0
k

rk
k

≤ 1,
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Figure2: TheT+1 possible configurationsobtained by either schedulingT transmittersoneby oneor by allowing all thetransmitters
to transmit simultaneously. The rate of t ransmitter k under configuration j is denoted by rj

k.

then each multicast transmitter k ∈ T is scheduled to trans-
mit individually with probabilit y

π?
k =

|D(k)|
P

j∈T |D(j)|
, ∀k ∈ T ,

and theprobabilit y of concurrent operationsatisfiesπ?
0 = 0.

2. If

X

k∈T

r0
k

rk
k

> 1,

then the optimal policy is a threshold policy with threshold
functionR(J ), where

R(J ) =
1 −

P

j∈J r0
j /rj

j
P

m∈J c |D(m)|
. (9)

Specifically:

(a) A multicast transmitter j ∈ T is scheduled to transmit
individually with probabilit yπ?

j > 0 (i.e., j ∈ J ) given
by

π?
j =

|D(j)| −
P

i∈J c |D(i)|
r0

j /r
j
j

1−
P

j∈J r0

j
/r

j
j

P

k∈T |D(k)|
, (10)

if and only if

r0
j

|D(j)|rj
j

< R(J ). (11)

(b) All t ransmitters operate concurrently with probabilit y
π?

0 given by

π?
0 =

P

m ∈J c |D(m)|
`
P

k∈T |D(k)|
´

“

1 −
P

j∈J r0
j /rj

j

” . (12)

Proposition 2 characterizes the optimal solution based on the
threshold function R(J ) which itself is a function of the set J .
Hence, in order to completely characterize the optimal policy we
need to specifiy the set J . Note that sincethe optimal policy is of

threshold type, the cardinality |J | of set J is sufficient to specify
set J . Let R(j) denote{R(J ) : |J | = j}. Further, let us reorder
the multicast sessions with respect to their corresponding values of
the ratios r0

j /|D(j)|rj
j , j ∈ T values in increasing order, i.e.,

r̃0
1

|D̃(1)|r̃1
1

≤
r̃0
2

|D̃(2)|r̃2
2

≤ . . . ≤
r̃0

T

|D̃(T )|r̃T
T

,

where r̃0
j , r̃j

j , and D̃(j) denote the rates r0
j , rj

j , andD(j) respec-
tively under the new ordering. We will make use of the following
property of the threshold functionR(j) to obtain the cardinality of
set J .

LEMM A 1. The threshold functionR(j) defined in Proposition
2 satisfies the following:

R(j − 1) ≤ R(j), if and only if j ∈ J .

Hence, R(j) is increasing for all j ∈ J and decreasing for all
j ∈ J c. Using this fact, the cardinality of J can be found as
below.

PROPOSITION 3. The cardinality of set J under the optimal
policy specified in Proposition 2isgiven by the following:

|J | = arg max
`∈{0,1,...,T}

1 −
P`

j=1 r̃0
j /r̃j

j
PT

m=`+1 |D̃(m)|
. (13)

From Proposition 2, we observe that the quantity
P

k∈T

r0

k

rk
k

is,

in a sense, a criterion to determine the level of interference in the

network. For instance, the condition
P

k∈T

r0

k

rk
k

< 1 can be seen as

a criterionfor high levelsof interferencein thenetwork sinceit can
betranslated to asituationin which theratesunder concurrent oper-
ationaremuch lower than the corresponding ratesunder individual

operation. Hence, when
P

k∈T

r0

k

rk
k

≤ 1, concurrent transmissions

are avoided (π0 = 0) and the optimal scheme is to activate the
transmitters one at a time in a TDMA fashion. Otherwise, the case

where it is truethat
P

k∈T

r0

k

rk
k

> 1 can beseen asascenario of low

interference, as the individual rates under concurrent operation are
comparable to the rates achieved by a TDMA scheme. Hence, the
optimal policy assigns a positive probabilit y to the “LR” scheme
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and thus allows concurrent transmissions. Furthermore, the trans-
mitters that are further selected to be activated individually (i.e.,
those that are chosen to bein theset J ) are themost disadvantaged
multicast transmitters, i.e., whoseratiosr0

j /|D(j)|rj
j arethelowest

due to the effects of interference. This is ensured by ordering the
transmitters with respect the ratios r0

j /|D(j)|rj
j and assigning the

transmitters with the |J | lowest values to set J through(13).
Note that the optimal proportionally fair probabilit y distribution

for the case of unicast traffic (πu
0

?, . . . , πu
T

?) under the restricted
set of actions follows directly from our formulation bysetting the
cardinality of the set D(k) for every transmitter equal to one, i.e.,
|D(k)| = 1 for every k ∈ T . Then the solution of the unicast case
is given by

COROLL ARY 1. Theoptimal proportionally fair policy for uni-
cast traffic has the following properties:

1. If
X

k∈T

r0
k

rk
k

≤ 1,

then each transmitter k ∈ T is scheduled to transmit indi-
vidually with probabilit y

πu
k

? =
1

T
, ∀k ∈ T ,

and the probabilit y of concurrent operation is zero , i.e.,
πu

0
? = 0.

2. If
X

k∈T

r0
k

rk
k

> 1,

then the optimal policy is a threshold policy with threshold
functionR(J ), where

R(J ) =
1 −

P

j∈J r0
j /rj

j

T − |J |
. (14)

Specifically,

(a) A transmitter j ∈ T is scheduled to transmit individu-
ally with probabilit y πu

j
? > 0 (i.e., j ∈ J ) given by

πu
j

? =
1

T
−

X

i∈J c

r0
j /rj

j

T
“

1 −
P

j∈J r0
j /rj

j

” , (15)

if and only if

r0
j

rj
j

< R(J ). (16)

(b) All t ransmitters operate concurrently with probabilit y
πu

0
? given by

πu
0

? =
T − |J |

T
“

1 −
P

j∈J r0
j /rj

j

” . (17)

COROLL ARY 2. The cardinality of setJ under theoptimal pol-
icy specified in Corollary 1 is given by the following:

|J | = arg max
`∈{0,1,...,T}

1 −
P`

j=1 r̃0
j /r̃j

j

T − `
. (18)

Note also that Corollaries1 and 2extend[2] wherewehad assumed
that for every unicast transmitter j ∈ T the rates under individual
operation rj

j are all equal to each other.

4. TIME-VARY ING NETWORKS
The wireless channel is time-varying in nature and fluctuates

with timedueto several reasons such asthe effectsof user mobilit y,
fading, shadowing, etc. In this section we generalizeour previous
discussions to capture this time-variabilit y. For the purpose of this
paper we consider the utilit y function of α-fairness[13] defined as

Uα(θ) =

(

log(θ) if α = 1

(1 − α)−1θ1−α otherwise.
(19)

Although our results, presented next, hold for arbitrary utilit y func-
tions that are strictly concave and increasing in the received rateof
auser our choiceof α−fairness stemsfrom the fact that it can cap-
ture some well known fairnesscriteria. In particular, for α = 1 it
corresponds to the criterion of proportional fairness, for α → ∞ to
max-min fairness, and for α = 0 it yields the total (sum) through-
put objective. Thus, employing the utilit y of α-fairness suffices to
extend the criteria we considered for static networks, namely total
throughput and proportional fairness, to time-varying ones.

Let Rπ

n,k denote the multicast rate assignment of the kth trans-
mitter under some policy π at time slot n. Then the time average
of the rate of transmitter k isgiven by

θπ

n,k =
1

n

n
X

ν=1

Rπ

ν,k. (20)

Wedubthis time average asthe “effectiverate” of thekth transmit-
ter.

The effective rate described in (20) can also be written in a re-
cursive form as

θπ

n+1,k = θπ

n,k + εnY π

n,k, (21)

where

εn =
1

n + 1
, (22)

Y π

n,k = Rπ

n+1,k − θπ

n,k. (23)

We denote by R
π

n = (Rπ

n,k, k ∈ T ) and θ
π

n = (θπ

n,k, k ∈ T )
theT-dimensional vectorsof the current ratesat timeslot n andthe
effective rates up to time slot n of each transmitter k ∈ T respec-
tively. Our objective is to solve the following convex optimization
problem:

max
θ∈R̄

T
X

k=1

|D(k)|Uα
k (θk), (24)

whereUα
k (θk) is given by (19) and R̄ is

R̄ =



r = (r1, . . . , rT ) : ∃ r(s) ∈ Rn(s), ∀s ∈ S

s.t. r =

Z

S

r(s)fS(s)ds

ff

. (25)

In thesequel, wepresent an optimal, centralized policy, which at
each slot takes joint scheduling and rate control decisions with the
objective to solve (24). At every slot n the policy has knowledge
of both the current channel conditions at slot n and the effective
rates of each transmitter until the end of slot n − 1. Consider the
followingset of rate vectors

M(θ, s) =

(

r̃ : r̃ = arg max
r∈R̃n(s)

˘

∇θUα
k (θ)T

r
¯

)

, (26)
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where R̃n(s) is thediscrete set of ratevectorsobtained byredefin-
ing (2)3 and ∇θUα

k (θ) is the vector of partial derivatives of the
utilit y function with respect to the average rate vector θ. For the
special caseof proportional fairness, i.e., when α = 1, thegradient
vector may not be well -defined for small values of n, when some
of the θks are zero. To resolve this problem, (26) can be modified
asM(θ, s) =

˘

r̃ : r̃ = arg max
r∈R̃n(s)

PT
k=1 |D(k)| rk

θk+dk

¯

,
where dks are arbitraril y small positive constants. At every time
slot n, when Sn = s for some s ∈ S and θn−1 = θ, the optimal
multicast transmission rate vector Rn(θ, s) is selected arbitraril y
from the set described in (26), i.e.,

Rn(θ, s) ∈ M(θ, s). (27)

This policy was shown in [9] to be optimal with respect to solv-
ing the optimization in (24). In fact the results in [9] are more
general and include joint rate and power control decisions.

5. SIMULATION RESULT S
In this section, we analyzetheperformanceof theproposed poli -

cies througha set of simulations. Throughout our simulation anal-
ysis we consider a static single-hop, wirelessnetwork with three
transmitters and six receivers as shown in Figure 3. Specifically,
D(1) = {1, 2, 3}, D(2) = {4, 5} andD(3) = {6}. The duration
of a timeslot is assumed to be equal to one second. For simplicity,
we set the maximum transmission powers equal for each transmit-
ter, i.e., P (k) = P, k = 1, 2, 3, where P = 6.0 ∗ 10−5 Watts.
Further, the power of the additive white Gaussian noise is assumed
common at all receivers andequal to N = 3.34 ∗ 10−6 Watts.

!"

#"

$"

!"

#"

$"

%"

&"

'"

Figure3: Simulation topology

Wefocus only on the criterion of proportional fairness. Towards
this end, we consider threeproportionally fair policies and com-
pare their performanceby varying the level of interference at every
receiver. Specifically, the first policy we consider is a pure TDMA
scheme that allocates the probabilit y with which each transmitter
accesses the channel so that its effective rate is proportionally fair.
Thesecond policy we consider isarestricted rate control policy that
can takeuponactionsfrom both theschemes“SCH” and“LR”, i.e.,
that can either activate the threetransmittersone at a timeor all to-
gether. Again, the probabilit y with which each action is selected
3In fact, our resultsarevalid even if theoptimization of (26) isper-
formed over the region Rn(s) or more complex regions acquired
throughjoint rate and power control as in [9].

is such that the effective rate at each receiver is proportionally fair
(i.e., theoptimal probabilit y distributionsolvestheproblem defined
in (6) -(8)). Finally, we consider ageneral rate control policy given
in Section 4, where thepolicy can select any out of the total 23 − 1
possible rate control and scheduling decisions to achieve propor-
tional fairness. We compare the performance of the above three
policies when the channel effects are due to pure path loss (i.e.,
static network case). Towards this end, we parameterize the path
loss matrix G, defining the path losses between the 3 transmitters
and the6 receivers, as follows:

G =

2

4

0.8 0.9 0.75 β β β
β β β 0.85 0.9 β
β β β β β 0.7

3

5 ,

where β ∈ [0, 1] is a parameter we define as the interference co-
efficient sinceit multiples only the interferingchannel coefficients.
Thisparameter reflects the level of interferencebetween each mul-
ticast session in the network. For example, when β = 0, the chan-
nels between the threemulticast sessions can be seen as threepar-
allel channels that can operate simultaneously without causing any
interference to each other. At the other extreme, when β = 1,
the path losses over the interfering channels are equal to 1, and
therefore the level of interference at every receiver is very high.
Throughout this section, we assume that the data rate r(·) is given
by the Shannonformula, i.e., r(SINR) = log2(1 + SINR), under
the assumption of unit bandwidth.

In Figures 4, 5 and 6, the proportionally fair rates of each multi -
cast session are plotted as a function of the interference coefficient
β for thethreepoliciesconsidered. Asexpected, when interference
levelsare low (i.e., β = 0), both therestricted and thegeneral pro-
portionally fair rate control policiesachieve equivalently andmuch
better than apureTDMA scheme aswhen interferenceisnegligible
the LR scheme is the best choice at all ti mes. On the other hand,
when the level of the interference is high (i.e., β = 1) all three
policies are converging to the TDMA schedule as any simultane-
ous transmission is strictly suboptimal. Naturally, the general rate
control policy achievesbetter than therestricted case as it has more
actions available at its disposal. However, we observe that in this
specific example, theperformancedifferencebetween thetwo poli -
cies are not significant, advocating that the restricted rate control
policy can be useful at least under certain scenarios. One last point
worth mentioning is the following observation. In Figure 6, the ef-
fectiverateof transmitter 3 under therestricted policy ishigher than
that of the general policy for a certain range of β, which initially
may appear counter-intuitive. But in a second thought, this can be
actually expected as the objective considered in these simulations
is the proportional fairnessas defined in (6). Specifically, although
the rate of the unicast source 3 is achieving a higher rate under
the restricted policy for certain ranges of β, the effective rates of
multicast source 1 and 2 under the general rate control policy are
higher than the ones corresponding to the restricted policy under
the same range of β. Given that multicast sessions 1 and 2 serve
more receivers, it i s natural that a policy favoring these two ses-
sions is boundto achieve better with respect to the criterion given
in (6).

6. CONCLUSIONS
In this paper, we obtained a joint scheduling and rate control

policy that at any given time identifies a set of transmitters to ac-
cess the channel and specifies their respective transmission rates.
We considered both static as well as time-varying wireless net-
works. In the case of static networks we focused onthe objectives
of total throughput maximization and proportional fairness. When
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Figure4: Effective rate of t ransmitter 1 with increasing β.
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Figure5: Effective rate of t ransmitter 2 with increasing β.
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Figure6: Effective rate of t ransmitter 3 with increasing β.

the networks are time-varying we considered more general utilit y
functions that can capture the objectives of total throughput, pro-
portional fairness, max-min fairness, etc. Finally, we verified our
analytical results througha set of simulations.
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