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ABSTRACT

We oonsider awirelessnetwork consisting o multi ple transmitters
with multi cast traffic destined for a set of recevers. We ae inter-
ested in the problem of joint scheduling and rate control under two
performance objedives; the objedive of maximizing the total sum
throughpu of the network and o being propartionally fair with re-
sped to the recaved rate & eadt recaver. We first consider static
wirelessnetworks, and then extend ou analysis for the more gen-
eral and more redistic case of time-varying retworks. We finally
verify our analyticd results througha set of simulations.

1. INTRODUCTION

Medium accesscontrol methods have agrea impad on the per-
formance of wireless ystems where the limited resources need to
be shared in an efficient and eff ective manner among multi ple con-
tending users. The presence of medium accesscontrol bemmes es-
sential to miti gate the interference when the number of usersin the
network increases. Clealy, the dedsions regarding haw to restrict
accessto the channel aretightly couped with the characteristics of
the physicd layer, in particular with the correspondng pavers and
rates at which the contending nocks operate.

In this paper, we consider asinge-hop retwork of multi ple trans-
mitters, ead multicasting traffic destined for a set of recavers.
Each transmitter is associated with a multicast sesgon and the re-
caversof various esdonsare dlowed to overlap. We aeinterested
in the problem of jointly scheduling the transmitters and control-
ling their rates under two criteria, the aiteria of total throughpu
and propationa fairness We incorporate the physicd layer into
the scheduling dedsions through the physical interference model
which asserts that a transmisgon is auccessul if the ratio of the
recaved signal power over the total i nterference and thermal noise
powers at arecaver exceals a catain threshod (SINR criterion).

The problem of joint scheduling and rate control in the context
of wireless ystems has been studied extensively in the literature
uncer avariety of different settings ([1], [2], [3], [4], [5], [6], [7],
etc.).
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In [1] the problem of joint scheduling and rate control in static
wirelessnetworks under unicast traffic is considered. The optimal
solution for the problem of maximizing the total (sum) throughpu
with and without a minimum rate requirement for every transmit-
ter is charaderized. It isfurther shown that when the transmisson
powers are large apure Time Division Multiple Access (TDMA)
scheme, where asingle node transmits at any given time, isoptimal
with resped to maximizing the total throughpu in the presence of
minimum rate constraints. In addition, the problem of obtaining a
max-min fair and propartionally fair rate dlocaionisformulated in
termsof alinea and anonlinea program respedively. However,
in [1] the optimal solutionis nat charaderized in neither formula-
tion.

In adifferent work [2] we consider the problem of joint schedul-
ing and rate control for unicast traffic in static wireless networks
uncer the objedive of propartional fairness We assume arestricted
problem that allows to employ only a subset of the total possble
rate control and scheduling adions. Spedficdly, we restrict our
attention to rates that can be adieved by scheduling the transmit-
tersone & atime, in apure TDMA fashion, and aso rates that can
be adieved by letting all the transmitters to operate concurrently.
We further charaderize the optimal propationaly fair probability
distribution ower this restricted set of rate control and scheduling
dedsions which spedfies the probability with which eat dedsion
is chosen. Thus we show that contingent uponthe channel cond-
tions and the amourt of interference that ead transmitter causes
to the others it may be preferable to alow al the transmitters to
operate simultaneoudly for a cetain fradion o the time. Thisis
due to the fad that althoughthe individual rate of any transmitter
when it isadivated in apure TDMA fashionis higher than the cor-
respondng rate under concurrent operation, the latter may still be
preferable when the transmitters do na interfere much with eadh
other and hence can be assumed to operate dmost independently.
The work in [2] aimsto exadly charaderize this trade-off in the
scheduling, namely to charaderizewhen it i s better, with resped to
the objedive of propational fairnessto allow more cncurrent ac
tivations transmitting at lower rates or to schedule fewer adivations
at higher rates.

However, athough[1] and[2] consider static wirelessnetworks
in pradice the wirelesslinks are hardly ever static due to fading,
mohility and aher effeds. Towards this end, a large body d re-
seach studied the problem of scheduling under time-varying wire-
lessnetworks. In particular, amodel that has been extensively stud-
ied is the downlink channel of a base station, transmitting uricast
data traffic to a set of mobil e terminals under the assumption that
the base station can serve asinge terminal at any given timein a
TDMA manner. One such scheduling algorithm is the propartional
fair sharing scheduler (PFS introduced by Qualcomm for its High



Data Rate (HDR) system. The PFSseleds a single termina for
transmisson at any given time; the one that maximizes the ratio of
auser’sinstantaneous rate to the average rate it has receved so far.
Therefore, those terminals that receved comparably lower average
data rates until the aurrent dedsion instant are more likely to be
seleded in the optimal solution. The PFSis shown to be optimal
with resped to the objedive of propartional fairness([3], [4], [5])-

In asubsequent work [6] atime-varying wirelessnetwork is con-
sidered in which multi ple transmittersare dl owed to operate simul-
taneously in order to send their unicast traffic to their respedive
destinations. The channel processis asaimed to be stationary and
ergodc, but otherwise abitrary. Under this generali zed framework
arate dlocaion pdicy isintroduced that is optimal with resped to
maximizing a strictly concave, increasing uility function. In spite
of the generality of the formulation, the model in [6] does nat cgp-
ture the objedive of propational fairness In adifferent work [7] a
broader classof utility functions is acourted for and the problem
of optimal rate dlocaion for a switch serving a set of queues is
considered. However, in [7] the state processof the switch, which
defines its srvicerate, is constrained to aternate anong states ac
cording to a stationary and ergodc, finite state Markov Chain.

Althoughthese works consider the problem of rate control for
utility maximizaion uncer unicast traffic, alarge anourt of traffic
in networks is comprised of multicast data. In [8] a base station
with multi cast traffic destined towards various groups of recevers
is considered. It is assumed that at any given time only a single
multicast group can be seleded for transmisson and that all the
terminals in the group must receve & the same rate. Hence, the
dedsion that needs to be made & any given time is which unique
multicast group to serve and at which rate under two objedives,
first the objedive is to be propationaly fair with resped to the
total rate of ead multicast group, and in the sequel, with respea
to the overall rate of ead termina when it isamember of various
multi cast grougs.

In this paper, we generali ze prior work in that we consider multi-
cast traffic under both static and time-varying environments where
concurrent adivations of the transmitters are dlowed. Spedficdly,
in the first part of this paper we consider static wireless networks
under multi cast traffic. We first obtain the optimal rate control and
scheduling pdicy to maximizethe total throughpu of the network.
Next, similarly to [2], we restrict our attention to two simple, yet
nontrivial, schemes, namely concurrent adivation o all the trans-
mittersaswell asa TDMA scheme that adivates a single multi cast
transmitter at any giventime. Weobtain apropartionally fair proba-
bility distribution over thisreduced set of rate control and schedul-
ing dedsions. Our results generdize [2] in two aspeds, (i) we
consider multicast traffic, and (ii) we employ a weser set of as-
sumptions. Moreover, since unicest is a speda case of multicast
traffic our model can be used to oltain theresultsin [2]. Unlike[1]
our ohjedive isto na only formulate the problem of propartional
fairness as a mnwex optimizaion problem, but aso to explicitly
charaderize the optimal solution and thus be &ble to deduce under
which channel condtions, refleding to correspondng rates, one
scheme is better than the other.

However, wireless ystems are time varying in general. Hence
we procea by considering time-varying retworks. We obtain an
optimal pdlicy that maximizes the total throughpu of the network.
Wefurther introduce asystematic dgorithm, that is“channel-aware
and “oppatunistic” and achieves propational fairness by taking
grealy dedsions at any given time asin [9]. We extend the results
of [3], [4], [5], [6] and [7] by considering the problem of propar-
tionaly fair rate dlocaion for multicast traffic. Further we extend
[3], [4] and [5] in that our model all ows for concurrent adivations.
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Our results are dso different from [6] and [7] by assuming a re-
laxed set of assumptions onthe channel process Since amulti cast
transmisdon is a general case of unicast our results are valid for
unicast transmissons as well. We dso extend the results of [8]
in that we dlow multi ple multicast transmissons to be scheduled
simultaneously.

The rest of this paper is organized as follows. In Sedion 2we
present the network model we cnsider. In Sedion 3we discussthe
problem of total throughpu maximizaionand propational fairness
in static networks. Next, in Sedion 4we extend ou discussons to
time-varying networks under a broader classof utility functions,
which captures the objedives of total throughpu and propational
fairness In Sedion 5we verify our analyticd results througha set
of simulations. Finaly, we aonclude the paper in Sedion 6.

2. MODEL

We consider asingle-hopwirelessnetwork of 7" multi cast trans-
mitters and D recavers. Thetimeis dotted. We denate by 7~ and
D the sets of transmitters and recaversin the network respedively.
Each transmitter & € 7 wishes to multicast at a common rate (sin-
gle rate multi cast) to aset of recevers D(k) C D. We cdl the pair
(k, D(k)) amulticast sesson. Our model is genera enoughto ac
court for the spedal cases of unicast and broadcast traffic as well,
i.e., when the cadindlity |D(k)| of theset D(k) isequal to 1 and D
respedively. We assaimethat arecaver d € D can be amember of
more than ore multicast sesson, i.e., for any two multicast trans-
mitters j, k € 7, itispassblethat D(k)ND(j) # 0. For example,
in Figure 1 recever 1 is an intended recever for both transmitters
1 and 2. Inthiswork we do nd consider bursty traffic but assume,
instead, that ead transmitter is saturated and always has enough
datato send. Moreover, a ead time slot n ead transmitter k&

: "Ga(1,D)
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Figure 1. A network of 7" multicast transmitters and D re-
cevers.

transmits at apower level P, (k). We sssuumethat P, (k) takes two
possble values, namely P;"** when transmitter k operates at its
maximum power and 0 when it remains dlent. We denate by P,
the K-dimensional vedor of transmisson pavers at time slot n,
i.e, P, = (Pu(k), k € T). We dso denate by N(d) the noise
power level at recever d € D. The network model we consider
is depicted in Figure 1. Note that athoughwe restrict our atten-
tionto asingle-hop retwork, our model can be used to addressand



ill uminate the scheduling and rate control problem in full-fledged
multi-hop retworks under fixed routing.

Consider a channel process{S, }5= that spedfies the changes
in the channel condtions between every transmitter and recever
in the network. The time-variability of the channel processis due
to nock mohility, channel fading, shadowing, simple path loss etc.
The process{S, };2, is dationary and adthoughit can vary from
oneslot to ancther, it isasaumed to be fixed duingtheduration o a

timeslot. For eadtimeslot n, the chanrel state S,, = {G (i, ), @ €

T, j € D} spedfiesthe overal channel effea G, (i, j) between
ead transmitter ¢ and recever j. The process{S,, }n> takes val-
ues from a continuows <t S which has probability density function
fs(). Inthefirst part of this paper we ansider static channel pro-
cesss, ie, S, =s € S, foradl n = 1,2,.... Inthe second
part we generali ze our discussons to addressthe more general, and
more redistic, case of time-varying channel processes.

Regardless of the definition o the channel process we define
the outcome of a transmisson hased on the physical interference
model. Spedficdly, we say that a transmisgon from a transmit-
ter to its intended recever is uccesdul if the Signa to Interfer-
ence plus Noise Ratio (SINR) at the recaver exceals a spedfied
threshold. Althoughapproximate in general, this nodel acourts
for the fad that in awirelessnetwork all the concurrently transmit-
ting nodes may interfere and cause atransmisgontofail, depending
onthe channel conditions and the respedive powers of the concur-
rently transmitting nodes. The SINR threshold depends on various
communicdionrelated parameters, such as the transmisson rate,
the moduationtype, the coding technique, thetarget bit error prob-
ability, etc. In this work, we only examine the dependence of the
SINR threshdld onthe rate of the transmisson and assume that the
rest of the parameters remain constant.

When at sometime slot n atransmitter k£ multi casts at acomnon
rate r to al it sintended recaversin the set D(k), then the SINR at
ead recaver d € D(k) must exceel the crrespondng threshald,
ie,

Po(k)Gn(k,d)
N(d) + ZjGT,j;ék Pn(j)Gn(j7 d)

2 Yna(r), Vd € D(k). (1)

We consider that ead recaver d € D has multi-padket receotion
(MPR) cgpahiliti es, in other words at any given time it may receve
successully from multi ple transmitters as long as the correspond
ing SINR from ead ore of them exceals the required threshold.
Thus, it is posshble for two, or more, multicast transmitters with
overlapping receving nodes to concurrently transmit succesully.

It iswell-known that the transmissonrate is an increasing func-
tion o the SINR threshald (See eg., [10].). Hence it foll ows that
when the transmisdon rate is lowered, the correspondng value of
the threshdd deaeases, and thus more transmissons can jointly
satisfy the condtion o (1). On the other hand, an increase in
the transmisgon rate increases the SINR threshald, which restricts
the number of transmitters that can concurrently accessthe chan-
nel successully. By varying the transmisdon rates, and hence the
thresholds, we can oktain two extreme caes. (i) a pure TDMA
scheme, where only a single transmitter can succes<ully transmit
at any given time, and (ii) a scheme where dl transmitters can suc-
cesdully multicast concurrently. In genera for a network of T
multi cast transnitters there exist 27 — 1 possble ways to sched-
ule them®. We cal the posshle ways at which the transmitters can
be adivated as actions. Let us denate by A the set of al possble

"We subtrad the scheduling adion that corresponds to all trans-
mitters being silent sincegiven the fad that their queues are dways
saturated at least one transmitter will be adivated at any given time.
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adionswith | A| = 27 — 1. Itisnot immediate which subset of the
transmitters must operate & any given time and at which rate, i.e.,
a scheduling and rate control adion reeds to be determined. The
optimal adion to be seleded depends on severa fadors auch as
the adopted performance objedive, the channel and retwork con-
ditions, etc.

We proceal to define the set of feasible transmisson rates that
can be adieved throughall posdble rate control and scheduling
adions. Let R, (s) bethe feasible rate region at time slot n when
thestateis S,, = s € S. Based onthe &owe, R (s) isdefined as

Rn(s) = {r: (ri,...,rp):Vke T, ¥YdeD(k),

P (k)Grn(k,d)
N@ + X yer 2 Pa(1)Gn (s )

> 'Yn,d(Tk) Pn(k) c {07 P]zﬂaX}}.
@)

It is easy to observe that for any given power vedor P, there
exist multi plerate vedorsin R, (s) that satisfy the SINR criterion.
Withou lossof generality, we ae interested orly in thase vedors
in R, (s) that correspond to the maximum transmisson rates for
which the SINR criterionisjointly satisfied at every recaver. This
is ressonable since @ al the transmitters are saturated they will
always transmit at the highest rate possble whenever adivated. We
denate this new region by R, (s). Under this assumption, the set
Rn(s) is a discrete set that contains 21! rate vedors, which can
be ohtained by adivating all possble subsets of the T" transmitters.
Each such rate vedor r € R, (s) correspondsto an achievable rate
under ascheduingadionj € A.

Intherest of the paper we obtain medium accesscontrol schemes
that take the characeristics of the physicd layer into acourt. Our
objedive is to maximize the total throughpu of the network and
addressfairnessby employing the aiterion o propational fairness
uncder multicast traffic for both static and time-varying networks.
We define by throughpu the overall traffic that readies al the re-
cavers of a multicast sesson. Thus for any two multicast trans-
mittersthat transmit at equal rates, the transmitter that has a higher
number of recavers is assumed to contribute more with resped to
throughpu.

3. STATIC NETWORKS

In this sdionwe mnsider networks that are time-invariant. We
asaume that the channel effed between every transmitter and every
recaver isdueto pure path losswhich isfixed intime. Hence, at ev-
ery timeslot n the channel state S,, isgiven by S,, = {G(i,7), i €
7T, j € D}, where(0 < G(i,7) < 1isthe path lossbetween trans-
mitter 7 and recéver j. As we mentiored previously, every rate
vedor in the rate region R, (s) corresponds to an adion j € A.
Due to the time-invariability of the network with a littl e euse of
notation we refer to the feasible rate region as R. We further index
ead rate vedor in R by the adion j € A that achievesit. Thus, we
denote by - therate & which transmitter k € 7 transmitsto all of
the recavers D(k) in its multicast sesgon, under adionj € A.

Sincewe oonsider single-rate multi cast, the rate of transmitter
is equal to the rate of every recever d in its multicast group (d €
D(k)). Thus, we can charaderize the rate of ead recaver d €
D(k) throughthetransmissonrate of itscorrespondng transmitter.

In Sedion 31 we obtain ascheduling and rate control poalicy that
maximizes the total (sum) throughpt of the network. Since maxi-
mizing the total throughpu of the network can be unfair to certain
transmittersthat face gpoar channel, in Sedion 32 we mnsider the
commonly used criterion o propationa fairness We further ob-



tain arate control and scheduling pdicy that is propartionaly fair
with resped to the receved rate.

Let m = (m1,...,m.4 ) dencte aprobability distribution over
the set of all possblerate control and scheduling adionsin A%, We
then define the effediverate of transmitter k& € 7 to be

Tk = E rin.

jeA

3.1 Total throughput

In thiswork we measure throughpu in termsof thetotal receved
rate of all recaversin a multicast sesson. Under the asumption
that the network is datic, the maximization problem can be formu-
lated as foll ows:

max [D(k)| Y rim ©)
keT jEA
st.
m; >0, JEA, 4
> om=1. (5)
jeEA

Note that the problem described by (3)-(5) is alinea program. Its
solutionis given by the following propasition.

ProPOSITION 1. The optimal pdlicy that solves (3)-(5) with
the objedive to maximize the total throughpu of the network as-
signs a nonzero probalility to those actions j € A that maximize
the total sumthroughpu 7, where

T; =Y |D(k)|ri.

keT

If there exsts a unique such action the optimal pdicy will chocse
it with probahlity 1. Otherwise, in the presence of more than ore
maximizers, the optimal padlicy will arbitrarily time-share among
them.

It is clea that optimizing the tota throughpu of the network
leals to an efficient utilization o the network resources dnce we
maximizethetota rate that the network can suppat. Nevertheless
similarly to the unicast case [1], it can lea to serious unfairness
amongthe transmitterswith poa channel condtions by prohibiting
them from accessng the channel. In the next sedion we consider
the utility of propartional fairness[11] which has been widely used
as a performance metric in wireless networks snce it provides a
goodcompromise between efficiency and fairness[12].

3.2 Proportional fairness

Inthis dionwe focus onthe objedive of propational fairness
Spedficdly afeasibleratevedor r = (rx, k € 7) is sidto be pro-
portiondly fair if for any other feasible rate vedtor v’ = (1}, k €
T) itistruethat

Z M <0.
ker F
It was shown in [11] that the objedive of propational fairnessis
equivalent to maximizing the sum of the logarithms of user rates
over all the feasible rate vedors.
Recdl that r isthe transmisson rate of transmitter & under ac
tion j. Hence obtaining the propartionaly fair rate can be given as

2\We asaume that this probability distribution exists by requiring
ergodcity onthe seledion o the diff erent adions.
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an optimizaion problem with resped to the probability distribution
over which ead adionis chaosen. Thisisgiven next:

max > [D(k)|log ( > wjrﬂ,;)

keT jeA
st.
m; >0, Vje A,
Zﬂ'j =1.
jeA

Let thevedor 7* = (71, ..., 7] ) bethe vedor of probabiliti es
with which ead adion is chosen in order to achieve propational
fairness The fad that the number of posshle adions is exporen-
tidly increasing in the number of multi cast transmitters renders an
analyticd computation o eat adion probability infeasible. In-
stead, in what follows we ae going to focus our attention ona
restricted, yet nontrivial, problem in which we consider adions
given by two extreme threshold seledions. In particular we ae go-
ing to deaease the SINR threshald values to the maximum such
values that alow all the multicast transmitters to operate concur-
rently. Wewill cal thisapproac as“Loweringthe Rates’ or “LR”
in short. It will correspondto “Action 0”. Further we consider T’
posshle adions (“Action 1” to “ActionT") that are obtained byin-
creasing the SINR thresholds 9 that only a single transmitter can
accessthe channel at any given time. We will cdl this approac as
“Scheduling” or “SCH”. Hence eat adionk = 1,...,T corre-
sponds to transmitter k& being adive in an interference freemanner.
Thus, the two schemes “LR” and “SCH” yield atotal of 7"+ 1 ac
tions, as shown in Figure 2. Under the “LR” scheme dthoughall
transmitters operate concurrently their individua rates may be very
low due to the dfeds of interference On the other hand, under the
“SCH” scheme dthougha single transmitter is adive & any given
timeitsrateis higher than its correspondng rate under the scheme
“LR”, at the ost of accessng the channel for asmaller fradion o
the time due to the time-sharing.

Next, we find the optimal propartionally fair probability distri-
bution ower the dorementioned restricted set of adions by solving
the following problem:

max Z |D(k)| log(mors 4+ mry) (6)
" ker
st
w20, Vje{o1,...,T}, W
T
St ®
7=0

Before we dharaderize the optima pdicy solving (6)-(8), we
provide some useful definitions. Let 7 be asubset of the set 7,
such that for every j € J itistruethat 7; > 0. Also let the
complement 7€ of theset 7,i.e., 7¢ = 7 \ J, bethe set such that
for every i € J°¢ it follows that m; = 0. Given these definitions,
the optimal pdlicy is defined as foll ows.

PROPOSITION 2. The optimal propationdly fair pdicy that
solves (6)-(8) has the following properties:

1 If
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Figure2: TheT'+1 possble mnfigurationsobtained by either schedulingT" transmittersoneby oneor by allowing al thetransmitters
to transmit simultaneously. The rate of transmitter k& under configuration j is denoted by 7.

then each multicast transmitter £ € 7 is sheduled to trans-
mit individudly with probahility

. _ o)
T e PO

and the probability of concurrent operation satisfies 75 = 0.

VkeT,

2. If

then the optimal padlicy is a threshald pdicy with threshad
function R(7), where

1-— Zjejrj/r

RIT) = =5l

©)
Soedfically:

() Amulticast transmitter j € 7 is sheduled to transmit
individudly with probalility 75 > 0 (i.e., j € J) given

by
DG = Sy [DO)| et
= POI~ 2iege | (Z)|1*2jeJT?/T§ (10)
! 2 rer 1D ’
if and only if
a
— < R(J). (11)
ID()Ir;
(b) All transmitters operate concurrently with probakility
g given by
. |D
s S ege [D(m) @

(Seer P®D) (1= Lyer79/77)

Propasition 2 charaderizes the optimal solution based on the
threshald function R(J) which itself is a function o the set 7.
Hence in order to completely charaderize the optimal palicy we
nedl to spedfiy the set 7. Note that sincethe optimal pdlicy is of
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threshald type, the cadinality | 7| of set J is aufficient to spedfy
set 7. Let R(j) denote {R(J) : |J| = j}. Further, let us reorder
the multi cast sessons with resped to their correspondng val ues of
theratiosr/|D(j )\r], j € T valuesinincreasing arder, i.e.,

it 5 r

DO~ DB T D)

where 7, ” , and D(j) denote the rates r?, r;, and D(j) respec
tively un(br the new ordering. We will make use of the foll owing
property of the threshold function R(j) to oktain the cadinality of
set J.

LeEmmA 1. Thethreshdd function R(;) defined in Propasition
2 satisfies the foll owing:

R(j —1) < R(j), ifandonyif j € J.

Hence R(j) isincreaing for al j € J and deaeasing for all
j € J¢. Using this fad, the cadindity of 7 can be found as
bel ow.

PropPoOsITION 3. The cardinality of set 7 under the optimal
palicy spedfied in Propasition 2is given by the foll owing:

4 ~0 ~J
- ) /7

|7| = argmax M (13)
£e{0,1,..., T} Zm =041 |D( )|

0
From Propasition 2, we observe that the quantity >, - Ik s,
Tk
in a sense, a criterion to determine the level of interferencein the
network. For instance, the condtion )", .- =& < 1 can beseen as
k

a aiterionfor highlevels of interferencein the network sinceit can
betranslated to asituationin which the rates under concurrent oper-
ation are much lower than the correspondng rates under individual
.0
operation. Hence, when ZkeT Ik < 1, concurrent transmissons
"k
are avoided (mp = 0) and the optimal scheme is to adivate the
transmitters one & atimein a TDMA fashion. Otherwise, the cae
0
whereitistruethat 3, ., == > 1 can be seen asascenario of low
k
interference, asthe individual rates under concurrent operation are
comparable to the rates achieved by a TDMA scheme. Hence, the
optimal padicy assgns a paositive probability to the “LR” scheme



and thus all ows concurrent transmisgons. Furthermore, the trans-
mitters that are further seleded to be adivated individualy (i.e.,
those that are chosen to bein the set [7) are the most disadvantaged
multi cast transitters, i.e., whoseratiosr /| D(j )|} arethelowest
due to the dfeds of interference. Thisis ensured by adering the
transmitters with respedt the ratios 7 /|D(j j)|rj and assgning the
transmitters with the | 7 | lowest values to set j through(13).

Note that the optimal propartionally fair probability distribution
for the cae of unicast traffic (mp™, ..., 71") under the restricted
set of adions follows direaly from our formulation by setting the
cadinality of the set D(k) for every transmitter equal to ore, i.e.,
|D(k)| = 1 forevery k € 7. Then the solution d the unicast case
isgiven by

COROLLARY 1. Theoptimal propartiondly fair palicyfor uni-
cast traffic has the following properties:

1. If
0
S e < q
keT rk
then each transmitter £ € 7 is sheduled to transmit indi-
vidudly with probalility

Wu*:l VkeT,

k )
T
and the probalility of concurrent operation is zro , i.e,
mo =0.
2. If

then the optimal padlicy is a threshald pdicy with threshad
function R(7), where

1- Zaej J/T

RI) = —F7]

(14
Spedfically,
(a) Atransmitter j € 7 is sheduled to transmit individu-
ally with probalility 7* > 0 (i.e., j € ) given by

:__Z /s . (15
€Je (1 ZJGJ J/T)

if and orly if
7“0
—* < R(J). (16)

TJ

(b) All transmitters operate concurrently with probabkility
my* given by

T = — 171 . 17

T(l ZJGJ J/T)

COROLLARY 2. The cardinality of set 7 under the optimal pol-
icy spedfied in Corollary 1 is given by the foll owing:

|J| = argmax L. (18)
0e{01,...,T} T—1

Note dso that Coroll aries 1 and 2extend [2] where we had assumed

that for every unicast transmitter j € 7 the rates uncer individual

operationr; are dl equal to ead other.
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4. TIME-VARY ING NETWORKS

The wireless channdl is time-varying in nature and fluctuates
with time due to several reasons auch asthe dfeds of user mohility,
fading, shadowing, etc. In this sdion we generalize our previous
discussons to capture this time-variability. For the purpose of this
paper we consider the utility function o a-fairness[13] defined as

o log(60) ifa=1
0) —
v ) {(1 —a)'6'"* otherwise.

Although ou results, presented next, hold for arbitrary utility func-
tionsthat are strictly concave andincreasing in the receved rate of
auser our choiceof a—fairness $semsfrom the fad that it can cqp-
ture some well known fairnesscriteria. In particular, for o« = 1'it
corresponds to the aiterion o propartional fairness for @ — oo to
max-min fairness and for « = 0 it yields the total (sum) through
put objedive. Thus, employing the utility of a-fairness sifficesto
extend the aiteriawe cnsidered for static networks, namely total
throughpu and propartional fairness to time-varying ores.

Let R7 , denote the multicast rate essgnment of the kth trans-
mitter under some palicy 7 at time slot n. Then the time average
of therate of transmitter & isgiven by

(19

k= ZRM (20)

We dubthistime average asthe “effedive rate” of the kth transmit-
ter.

The dfedive rate described in (20) can also be written in are-
cursive form as

Onii =00k + €Yo, (29
where
1
n — 5 22
= (22)
mk = Rup1 gk — 07 k- (23

We denate by R7 = (R}, k € 7)and 0y = (07 .,k € T)
the T-dimensional vedors of the aurrent rates at time slot n andthe
effedive rates up to time slot n of ead transmitter k € 7 respec
tively. Our objediveis to solve the foll owing convex optimization
problem:

T

max »  [D(k)|UR (6x), c

k=1

where U2 (0% ) isgiven by (19) and R is

R = {r = (r1,...,rr):3r(s) € Ru(s), Vs € S

st. r= /S r(s) fs(s)ds}. (25

In the sequel, we present an optimal, centralized pdicy, which at
ead slot takes joint scheduling and rate control dedsions with the
objedive to solve (24). At every dot n the pdlicy has knowledge
of both the aurrent channel condtions at slot » and the dfedive
rates of ead transmitter urtil the end o slot n — 1. Consider the
following set of rate vedors

Tr}} . (29

= arg max { Vo Uy (6)
r€7_2n(s)

M(6,s) = {f' G



where R, (s) is the discrete set of rate vedors obtained by redefin-
ing (2)* and VU2 (8) is the vedor of partial derivatives of the
utility function with resped to the average rate vedor 6. For the
spedal case of propational fairness i.e.,, when o = 1, the gradient
vedor may not be well-defined for small values of n, when some
of the 0, s are zeo. To resolve this problem, (26) can be modified
asM(0,s) ={f : T =arg MaxX, ez, (s) Sy \D(k:)\ek"'T"dk},
where d;.s are arbitrarily small positive mnstants. At every time
dot n, when S,, = s for somes € S and6,,_; = 0, the optimal
multicast transmisson rate vedor R., (0, s) is €leded arbitrarily
from the set described in (26), i.e.,

R.,.(0,s) € M(8,s). @7

This pdicy was shown in [9] to be optimal with resped to solv-
ing the optimizaion in (24). In fad the results in [9] are more
genera andinclude joint rate and paver control dedsions.

5. SIMULATION RESULT S

In this sdion, we analyzethe performance of the propcsed pdi-
ciesthrougha set of simulations. Throughou our simulation anal-
ysis we cnsider a static single-hop, wireless network with three
transmitters and six recavers as hown in Figure 3. Spedficadly,
D(1) = {1,2,3}, D(2) = {4,5} and D(3) = {6}. Theduration
of atime slot isassumed to be equal to ore seacond For simplicity,
we set the maximum transmisgon povers equal for ead transmit-
ter, i.e, P(k) = P, k = 1,2,3, where P = 6.0 * 10> Watts.
Further, the power of the alditive white Gausdan nase is assuumed
common at al recéversand equal to N = 3.34 % 10~ ¢ Watts.

©-----0

Figure 3: Simulation topology

We focus only onthe aiterion o propartional fairness Towards
this end, we consider three propartionally fair palicies and com-
pare their performance by varying the level of interference a every
recaver. Spedficdly, thefirst policy we consider isapure TDMA
scheme that all ocates the probability with which ead transmitter
access the channel so that its effedive rate is propartionally fair.
The second pdicy we consider isarestricted rate control palicy that
can take uponadions from both the schemes“ SCH” and“LR”, i.e,,
that cen either adivate the threetransmittersone & atime or al to-
gether. Again, the probability with which eat adion is sleded

3In fact, our results are valid even if the optimization o (26) is per-
formed over the region R, (s) or more complex regions acquired
throughjoint rate and paver control asin [9].
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is auch that the dfedive rate & ead recever is propationally fair
(i.e., the optimal probabilit y distribution solves the problem defined
in (6) -(8)). Finally, we consider ageneral rate control palicy given
in Sedion 4 where the pdlicy can seled any ou of the total 2° — 1
posshle rate control and scheduling dedsions to achieve propar-
tional fairness We compare the performance of the aowve three
padlicies when the channel effeds are due to pure path loss (i.e.,
static network case). Towards this end, we parameterize the path
loss natrix G, defining the path losses between the 3 transmitters
and the 6 recevers, as follows:

08 09 075 8 B A
G=|p3 B B 08 09 8 |,
g B B &) g 07

where 3 € [0, 1] is a parameter we define & the interference ®-
efficient sinceit multi ples only the interfering channel coefficients.
This parameter refleds the level of interference between ead mul-
ticast sessonin the network. For example, when 3 = 0, the chan-
nels between the threemulti cast sessons can be seen as threepar-
alel channels that can operate simultaneously withou causing any
interference to ead other. At the other extreme, when 3 = 1,
the path losses over the interfering channels are equal to 1, and
therefore the level of interference & every recever is very high.
Throughot this sdion, we assume that the datarate r(-) is given
by the Shannonformula, i.e., 7(SINR) = log, (1 + SINR), under
the asumption o unit bandwidth.

In Figures 4, 5 and 6, the propationaly fair rates of ead multi-
cast sesson are plotted as afunction o the interference mefficient
;3 for the threepdli cies considered. As expeded, when interference
levelsarelow (i.e., 3 = 0), bath the restricted and the genera pro-
portionaly fair rate control palicies achieve equivalently and much
better than apure TDMA scheme aswhen interferenceisnegligible
the LR scheme is the best choice & all times. On the other hand,
when the level of the interferenceis high (i.e.,, 5 = 1) al three
padlicies are cnwerging to the TDMA schedule a any simultane-
ous transmisgonis drictly subogimal. Naturaly, the general rate
control palicy achieves better than the restricted case @it has more
adions available & its disposal. However, we observe that in this
spedfic example, the performance diff erence between the two pdi-
cies are nat significant, advocating that the restricted rate control
palicy can be useful at least under certain scenarios. One last point
worth mentioning is the foll owing otservation. In Figure 6, the -
fediverate of transmitter 3 under therestricted pdicy ishigher than
that of the genera pdlicy for a cetain range of 3, which initially
may appea courter-intuitive. But in a second though, this can be
adually expeded as the objedive considered in these simulations
isthe propationa fairnessas defined in (6). Spedficdly, athough
the rate of the unicast source 3 is adhieving a higher rate under
the restricted pdicy for certain ranges of 3, the dfedive rates of
multicast source 1 and 2 under the genera rate control pdicy are
higher than the ones correspondng to the restricted pdicy under
the same range of 3. Given that multicast sessons 1 and 2 serve
more receavers, it is natural that a palicy favoring these two ses-
sions is boundto achieve better with resped to the aiterion gven
in (6).

6. CONCLUSIONS

In this paper, we obtained a joint scheduling and rate control
pdicy that at any given time identifies a set of transmitters to ac
cessthe dhannel and spedfies their respedive transmisgon rates.
We oonsidered bah static as well as time-varying wireless net-
works. In the case of static networks we focused onthe objedives
of total throughpu maximizaion and propationa fairness When



Effective rate of multicast session 1 the networks are time-varying we cnsidered more general utility
4.5 T T T T

: : functions that can capture the objedives of total throughpu, pro-
= Rate control i . g . . L
o TDMA scheduling portional fairness max-min fairness etc. Finaly, we verified our
o + Restricted rate control|| analyticd results througha set of ssimulations.
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