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ABSTRACT

We consider the problem of efficient opportunistic spectrum
access in cognitive radio networks where there are multiple
secondary users trying to share access to multiple channels.
In our formulation, each user has a potentially different val-
uation of each channel and wishes to pick a channel in such
a way as to maximize its benefit without interfering with
other users. There is a fundamental tradeoff in this problem
— while information about other secondary users is useful
in making a good channel sensing/access decision, the com-
munication cost of gathering this information must be taken
into account. We formulate the problem as a multi-round ne-
gotiation game in which the users try to gather“just-enough-
information” to make their decisions. The channel valua-
tions are modeled as independently uniformly distributed
random variables between 0 and 1. We propose a threshold-
based channel sensing policy based on observations from a
previous work. For a two-user two-channel setting, we calcu-
late optimal thresholds, and obtain the corresponding per-
formance for cases with no information exchange, partial
information exchange, and full information exchange. We
then show how the optimal amount of information exchange
varies with the cost of negotiation.
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1. INTRODUCTION
Opportunistic spectrum access (OSA) with cognitive ra-

dios has been receiving increased attention from the research
community due to its promise for enabling the efficient use of
limited spectrum resources [1]. Opportunistic sharing takes
advantage of unused spectrum in licensed bands to improve
the spectrum utilization. Spectrum that is licensed to a set
of primary users may not be used in a particular area or for
particular periods of time by these users. Secondary users
equipped with cognitive radios are able to detect such holes
in the spectrum and communicate without interfering with
the primary users.

Channel sensing policy for tracking the white space in the
spectrum is an important component of OSA technology.
Most existing work has studied the case of a single secondary
user [2, 4, 8, 9, 10]. However, when there exist multiple sec-
ondary users within interfering range of each other contend-
ing for opportunities, collaboration among secondary users
to avoid collisions becomes a key issue that affects the effi-
ciency of spectrum utilization.

We investigate how secondary users should coordinate with
each other on channel sensing and access in cognitive net-
works. We consider a negotiation process where secondary
users exchange information about their own valuation of
channel conditions with other interfering neighbors in each
round. In particular, we consider the scenario where the
users’ channel valuations, representing the probability that
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they will sense a primary user on that channel, are uniformly
randomly distributed between 0 and 1.

In a recent [14], we considered the same problem with
two-users, two-channels, under the assumption that chan-
nel valuations are two-valued. An important observation
we made in that work is that in case of limited information
about the other user, randomizing on the choice of sensing
channel will not help improve the expected utility unless
the two channels are equally good to the user. We showed
that when the channel valuation is limited to be one of two
values (“high” or “low”), when there is ambiguity about the
valuations of the other user, the secondary user’s optimal
choice on picking a channel to sense is to either choose the
“high” channel with probability 1 (when the user has differ-
ent valuations on the two channels) or sense each channel
with probability 1

2
(if the user has the same valuation on

both channels). We adopt a similar threshold policy in this
work, where we extend the previous work to a scenario with
uniformly distributed valuations.

For a two-user two-channel scenario, we calculate the user’s
expected throughput in a given time period for a) conduct-
ing no negotiation, b) one round of negotiation and c) two
rounds of negotiation. In a 2-user 2-channel case, these cor-
respond to having a) no information about the other user’s
valuations, b) having partial information regarding the other
user and c) having perfect information regarding the valu-
ations, respectively. These calculations use the threshold
sensing policy for the cases with no negotiation and one-
round of negotiation. For these cases, we obtain the thresh-
old value that maximizes the user’s expected throughput.

Using our analysis of the three scenarios, we address the
question of the optimal level of information exchange. Ex-
changing information can reduce the probability of colli-
sion among secondary users, but at the same time the ex-
change occupies valuable time which could be used for chan-
nel access. We show that the optimal number of negotiation
rounds changes with the ratio of each round’s length to the
given time interval (which quantifies the cost of negotiation).

The paper is organized as follows. Section 2 discusses re-
lated works in the literature. Section 3 describes the back-
ground knowledge, including a brief introduction on the ne-
gotiation process, the definition of utility function and the
previous research conclusion which motivates the thresh-
old policy used in this work. In section 4, we present the
threshold and optimal decision calculation for the case where
the users’ channel valuations are uniformly randomly dis-
tributed between 0 and 1 for each of the cases. We also
illustrate the analysis with a plot to discuss the user’s opti-
mal negotiation rounds as a function of the negotiation cost.
Finally, we conclude the paper and list possible future works
in section 5.

2. RELATED WORKS
Researchers have been applying game theory broadly to

medium access and spectrum sharing in wireless networks
for years in non-OSA settings. For example, Mackenzie and
Wicker formulate and analyze slotted Aloha medium access
with multiple users as a non-cooperative game in [15]. Hall-
dorsson et al. [16] study a channel assignment game in WiFi
networks. Konorski [17] analyzes CSMA/CA protocols from
a game theory perspective of view. Cao and Zheng [3] con-
sider the case of sharing common spectrum resource in a
multi-terminal wireless ad-hoc network and propose a bar-

gaining mechanism to maximize system fairness.
In the cognitive radio context, previous research has mostly

focused on single user sensing policies. Zhao et al. [8, 9]
show that when modeling the channel sensing decision as a
partially observed markov decision process (POMDP) [18],
the myopic policy has a simple structure and is provably
optimal for the single user in the case of two independent
identically evolving Markovian channels. Further results by
Javidi et al. [10] and Ahmad et al. [11] have considerably
generalized the conditions under which a myopic scheme is
optimal. Chang and Liu [4] consider a setting where a single
secondary user has to probe multiple channels before making
accessing decision. They also consider the tradeoff between
the time spent in sensing decision and using the channel,
which is similar in spirit to the negotiation/use tradeoff that
we consider in this work.

Collision among secondary users becomes a key issue af-
fecting spectrum utilization when there exist multiple sec-
ondary users. However, comparing to the studies in other
areas, the literature on multiple-channel multiple-user op-
portunistic spectrum access is limited. Liu et al. [7] pro-
vide simulation results to compare the system throughput
for four different sensing policies in 2-user 2-channel case
when the channel status is modeled as a POMDP [2]. In this
case, the distributed myopic policy (i.e. users make myopic
decision without considering the existence of the other user)
performs worse than the policies with user cooperation in
most cases. Similar results are observed in a work by Liu et

al. [12] where a distributed randomized policy is proposed
within the POMDP framework to address the tradeoff be-
tween choosing the channel that is most promising to be
idle and avoiding other competing secondary users. These
results convince us that coordination is needed in the multi-
user scenario.

Fu and van der Schaar [5] have recently modeled the spec-
trum sharing problem in cognitive radio networks as repeat-
ing auctions with a centralized spectrum manager. The sec-
ondary users learn from previous auction allocation results
and adjust their bidding policy dynamically to maximize
their reward. Unlike their work, the objective of this work
is to optimize coordination process among secondary users
to maximize the user’s expected throughput in a one shot
game.

Liu and Krishnamachari [6] give a solution to the static
case sensing decision with both symmetric and asymmetric
cases. One of their conclusions is that in the asymmetric
case (i.e., secondary users have independent valuations on
the same channel), the optimal system throughput can be
reached by applying Hungarian algorithm [13] if all the chan-
nel valuations are known to every user in the system. This
conclusion is used in this paper. In this paper, instead of
considering the case with perfect system information, we dis-
cuss the tradeoff between information gathering and channel
use.

In Liu et al. [14] we recently discussed a similar problem as
this paper where the channel valuations are limited to only
two discrete values, “high” and “low”. In this work, based
on a key observation of the 2-value case, we consider a more
general case where the channel valuations for both users are
uniformly randomly distributed between 0 and 1.

3. PRELIMINARIES
In this section, we present preliminary background infor-
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Figure 1: An illustration of the frame containing

negotiation rounds

mation. We describe the negotiation process among the
secondary users, as well as the decision making process for
sensing and access. We also describe the utility function
formally.

3.1 The Negotiation Process
We consider a given time period of length T . There are

multiple secondary users in interference range of each other
that wish to choose a channel to sense for this time interval.
Each user has an independent valuation for each channel
that is assumed to be distributed as a uniform random vari-
able between 0 and 1. The valuation can be taken to indicate
the estimated probability that the channel will be free of a
primary user for the entire duration. Secondary users may
exchange information on their channel valuations with other
users to help avoid collisions.

The given time interval T contains two stages: the nego-
tiation stage and the sensing/transmission stage. The ne-
gotiation stage may contain several rounds and each round
occupies t time units. In negotiation round k, every user
in the negotiation process shares his/her kth best channel’s
valuation and the corresponding channel identity with all
his/her neighbors. If there is more than one channel valued
the same to a user, the user will uniformly randomly pick
one among these channels to share the information. Figure 1
illustrates a typical frame containing 3 negotiation rounds.

The number of negotiation rounds to be followed is as-
sumed to be fixed a priori and known to all secondary users
at the beginning of the given time period. We assume that
an extra low-rate communication channel exists for the pur-
pose of information exchange between secondary users.

3.2 The Sensing and Access Process
Each secondary user decides on a channel and senses the

corresponding channel according to the information obtained
in the negotiation process. We assume that the channel
sensing time is negligible comparing to the negotiation and
channel access process. If the channel is sensed to be free of
the primary user, the secondary user will commence trans-
mission on this channel for the rest of the time period. A
collision happens if more than one secondary user transmits
data on the same channel. A transmission is successful if
there is no collision. We assume that the throughput for a
secondary user in a collision is zero.

The sensing decision is made as follows. If the optimal
sensing decision can be obtained deterministically without
ambiguity from the gathered information (e.g., there are no
conflicts among users’ most preferred channels, or the opti-

mal sensing/access channel allocation can be derived using
a deterministic algorithm), we suppose the users can intelli-
gently use the optimal sensing decision. Otherwise, in case
of ambiguity, the secondary users will use a threshold-based
policy that we describe in section 4.1.

Specifically, in the two-user two-channel case, the threshold-
based sensing policy is used for two cases: 1) no negotiation
and 2) after one-round negotiation if the two users have the
same best channel. The remaining cases are handled as fol-
lows. In the case of two-round negotiation, each user has
global information on each other’s valuations for both chan-
nels and can determine the optimal sensing decision. In the
case of one-round negotiation, if it turns out that each user
prefers a different channel, the optimal sensing policy is sim-
ply that each user picks their preferred channel.

3.3 The Utility Function
The secondary users aim to maximize their own expected

throughput in a given time interval T . Mathematically, the
utility function for user i can be presented as following:

Ui = (T − at)E (R) (1)

where a is the number of negotiation rounds and E (R)
is the expected throughput in unit time (R denotes the
throughput rate).

In this paper, we consider a one-shot game in the given
time slot (i.e., T is a given constant). Instead of having this
constant T in the utility function, we model the negotiation
cost as the ratio of time for each round negotiation to the
total time length T . Specifically, we consider an equivalent

formulation Ûi = Ui

T
as follows:

Ûi = (1 − aβ)E (R) (2)

where β = t
T

. Without loss of generality, we assume that
each user gets unit data rate on each channel if there is
not primary interference or collision with other secondary
users 1 With this assumption, E (R) becomes a function of
the sensing policy and the channel valuations.

In the discussion below, we will use this assumption and
the unit time utility function in equation (2) for simplicity.

4. THE 2-USER, 2-CHANNEL CASE
In this section, we discuss the specific scenario that in-

volves two secondary users (P1 and P2) and two commu-
nication channels (C1 and C2). We consider the case that
each secondary user’s channel valuations are random vari-
ables that are independently uniformly distributed between
0 and 1. For a particular channel, each secondary user’s
valuations are also independent.

By using the insights we get from our previous work, we
propose a threshold-based sensing policy for the secondary
users. The threshold is common for both users and it is pre-
defined before the users obtain their own channel valuations.
The threshold is decided such that the expected throughput
rate for the user is maximized. Once the threshold is given,
the users need to decide how many rounds of negotiation
they should pursue in order to maximize their expected util-
ity (i.e., expected throughput in given time period T ). We

1Though we omit the details, the users can adjust their chan-
nel valuations to consider the case where the data transmit
rate is different for them on different channels.
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will present a plot based on the analysis to show how the
optimal number of rounds changes with different negotiating
costs.

We reiterate that the number of rounds of negotiation to
be used, and the threshold value to be used, are decided a

priori before the particular channel valuations are observed.
The analysis for the optimal threshold values and for the
number of optimal rounds of negotiation that we provide
in this paper are therefore based on averaging over all the
possible channel valuations.

Note also that although we only calculate the optimal
threshold values by maximizing user P1’s throughput rate,
due to symmetry, this also maximizes the sum-rate of the
two users.

4.1 Threshold-based Sensing Policy
We propose a threshold-based policy to be used when the

information gathered from the negotiation stage leaves some
ambiguity about the optimal channel sensing decision. The
threshold policy is essentially as follows; if the two chan-
nels are “almost equally good” to the user (i.e., difference
of channel valuations is less than threshold θ), the user will
randomly pick one of the two channels to sense with equally
probabilities (0.5 for each channel). Otherwise, the user
chooses the channel with larger valuation.

As mentioned before, this policy is motivated by obser-
vations from our previous work [14], where we have consid-
ered a similar 2-user 2-channel problem where the secondary
users’ channel valuations are limited to be one of two val-
ues: “high”or“low”. In the 2-value case, in case of ambiguity
about the other user’s channel valuations, we showed that
randomization on channel sensing can help, but only when
there is a tie (i.e., when both channels are “equally good”
for a user). Otherwise, the user will just pick the better
channel according to his/her own information.

The notations and formal description of the sensing policy
are given below.

Let function gi(pi,1, pi,2) denote the probability that user
i senses channel C1 (i.e., user i will sense channel C2 with
probability 1 − gi(pi,1, pi,2)). As mentioned before, we as-
sume that the optimal sensing decision for user i is related
to the difference of two channels’ valuations based on the
observations in 2-value case. That is, the optimal sensing
decision g∗

i (.) is a function of pi,1−pi,2. Mathematically, the
optimal policy on deciding the probability to sense channel
C1 is presented in equation (3).

g∗

i (pi,1, pi,2) = g∗

i (pi,1 − pi,2) =






0.5 (|pi,1 − pi,2| ≤ θ)
1 (pi,1 − pi,2 > θ)
0 (pi,2 − pi,1 > θ)

(3)
where θ is a positive number in the interval [0, 1].
As we have mentioned, this threshold-based sensing pol-

icy is applied only in the cases of no-rounds of negotiation
and one-round of negotiation when the optimal channel al-
location cannot be determined trivially by the information
obtained. For example, after one-round negotiation, if user
P1 prefers channel C1 and user P2 prefers the other chan-
nel, the optimal channel sensing policy is for the two users
to pick their respective preferred channels and the threshold
policy need not be applied.

4.2 Analysis of Optimal Thresholds and Cor-
responding Expected Utility

The users decide the number of rounds to participate in
the negotiation a priori in order to maximize their expected
utility in the given time period. Specifically, in the two-
channel scenario, there are three cases to be considered: 1)
user does not participate in the negotiation at all; 2) user
takes one round of negotiation before deciding on the chan-
nel to sense and access; 3) user gains full information on the
other through two rounds of negotiations. In the first two
cases, the value of θ might effect the user’s expected utility
in unit time. We obtain the optimal θ that maximizes user’s
expected utility in unit time for these cases.

Without loss of generality, we consider secondary user P1
in the following. We also assume without loss of general-
ity that for the considered user, channel C1 is better than
channel C2 (i.e., p1,1 ≥ p1,2).

4.2.1 No Information Exchange

Consider first that the user does not participate in the
negotiation and no information is exchanged. The expected
throughput rate for user P1 is given by expression (4).

∫

p1,1

∫

p1,2

∫

p2,1

∫

p2,2

[g∗

1(p1,1, p1,2)p1,1(1 − g∗

2(p2,1, p2,2))

+ (1 − g∗

1(p1,1, p1,2))p1,2g
∗

2(p2,1, p2,2)]

dp2,2dp2,1dp1,2dp1,1 (4)

In order to calculate this integration, we divide it into two
cases: p2,1 ≥ p2,2 and p2,1 ≤ p2,2. For brevity, we only show
how to calculate the case where p2,1 ≥ p2,2. The case where
p2,2 > p2,1 can be derived by using a similar method.

The integration is divided into the following 9 pieces when
p2,1 > p2,2.

• Case 1: When p1,1 ∈ [0, θ], p1,2 ∈ [0, p1,1], p2,1 ∈ [0, θ],
p2,2 ∈ [0, p2,1], we have:

1

4

∫ θ

0

∫ p1,1

0

∫ θ

0

∫ p2,1

0

(p1,1 + p1,2)dp2,2dp2,1dp1,2dp1,1

=
1

16
θ5 (5)

• Case 2: When p1,1 ∈ [0, θ], p1,2 ∈ [0, p1,1], p2,1 ∈ (θ, 1],
p2,2 ∈ [0, p2,1 − θ), we have:

∫ θ

0

∫ p1,1

0

∫
1

θ

∫ p2,1−θ

0

1

2
p1,2dp2,2dp2,1dp1,2dp1,1

=
1

24
θ3 −

1

12
θ4 +

1

24
θ5 (6)

• Case 3: When p1,1 ∈ [0, θ], p1,2 ∈ [0, p1,1], p2,1 ∈ (θ, 1],
p2,2 ∈ [p2,1 − θ, p2,1], we have:

1

4

∫ θ

0

∫ p1,1

0

∫
1

θ

∫ p2,1

p2,1−θ

(p1,1 + p1,2)dp2,2dp2,1dp1,2dp1,1

=
1

8
θ4 −

1

8
θ5 (7)

• Case 4: When p1,1 ∈ (θ, 1], p1,2 ∈ [0, p1,1 − θ], p2,1 ∈
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[0, θ], p2,2 ∈ [0, p2,1], we have:

∫
1

θ

∫ p1,1−θ

0

∫ θ

0

∫ p2,1

0

1

2
p1,1dp2,2dp2,1dp1,2dp1,1

=
1

12
θ2 −

1

8
θ3 +

1

24
θ5 (8)

• Case 5: When p1,1 ∈ (θ, 1], p1,2 ∈ [0, p1,1 − θ], p2,1 ∈
(θ, 1], p2,2 ∈ [0, p2,1 − θ), we have:

∫
1

θ

∫ p1,1−θ

0

∫
1

θ

∫ p2,1−θ

0

0dp2,2dp2,1dp1,2dp1,1 = 0

(9)

• Case 6: When p1,1 ∈ (θ, 1], p1,2 ∈ [0, p1,1 − θ], p2,1 ∈
(θ, 1], p2,2 ∈ [p2,1 − θ, p2,1], we have:

∫
1

θ

∫ p1,1−θ

0

∫
1

θ

∫ p2,1

p2,1−θ

1

2
p1,1dp2,2dp2,1dp1,2dp1,1

=
1

6
θ −

5

12
θ2 +

1

4
θ3

+
1

12
θ4 −

1

12
θ5 (10)

• Case 7: When p1,1 ∈ (θ, 1], p1,2 ∈ [p1,1−θ, p1,1], p2,1 ∈
[0, θ], p2,2 ∈ [0, p2,1], we have:

1

4

∫
1

θ

∫ p1,1

p1,1−θ

∫ θ

0

∫ p2,1

0

(p1,1 + p1,2)dp2,2dp2,1dp1,2dp1,1

=
1

8
θ3 −

1

16
θ4 −

1

16
θ5 (11)

• Case 8: When p1,1 ∈ (θ, 1], p1,2 ∈ [p1,1−θ, p1,1], p2,1 ∈
(θ, 1], p2,2 ∈ [0, p2,1 − θ), we have:

∫
1

θ

∫ p1,1

p1,1−θ

∫
1

θ

∫ p2,1−θ

0

1

2
p1,2dp2,2dp2,1dp1,2dp1,1

=
1

8
θ −

3

8
θ2 +

3

8
θ3 −

1

8
θ4

(12)

• Case 9: When p1,1 ∈ (θ, 1], p1,2 ∈ [p1,1−θ, p1,1], p2,1 ∈
(θ, 1], p2,2 ∈ [p2,1 − θ, p2,1], we have:

1

4

∫
1

θ

∫ p1,1

p1,1−θ

∫
1

θ

∫ p2,1

p2,1−θ

(p1,1 + p1,2)dp2,2dp2,1dp1,2dp1,1

=
1

4
θ2 −

3

8
θ3 +

1

8
θ5 (13)

Summing equations from (5) through (13), we get the in-
tegration for the case p2,1 > p2,2. When p2,2 > p2,1, we get

that the expected throughput in unit time2 is 1

6
− 7θ

24
+ θ2

3
−

5θ3

24
+ θ4

16
. Therefore, the expected throughput rate for user

P1 is:

E (R) =
1

6
−

θ2

8
+

θ3

12
(14)

In order to maximize E (R), we get θ = 0 and the maxi-
mal value of E (R) is 0.1667. This is a somewhat surprising
conclusion; it states that when there is no information about
the other user, always pick the better of the two channels.

2We omit the calculation here for brevity.

Therefore, secondary user P1’s utility for conducting no ne-
gotiation is presented as follows:

Û1 = 0.1667 (15)

We now consider the other two cases: one round negoti-
ation (i.e., exchanging partial information) and two-rounds
negotiation (i.e., obtaining full information).

4.2.2 Partial Information Exchange

If the two users are involved in one-round negotiation,
user P1 will hear p2,1’s value or p2,2’s value with probabil-
ity 0.5 each. Let E (R1) and E (R2) denote the expected
throughput rate for user P1 when hearing p2,1 and p2,2, re-
spectively. Obviously, the expected throughput rate after
one-round information exchange E (R) can be expressed as
follows:

E (R) =
1

2
E (R1) +

1

2
E (R1) (16)

If user P1 gets the information that user P2 also prefers
channel C1 (i.e., p2,1 is revealed to user P1), we assume the
optimal sensing decisions for both users follow the equation
shown in equation (3).

We now focus on obtaining the expected utility for user P1
hearing the value of p2,1 after one round negotiation. Note
that in this case, P1 knows not only the value of p2,1, but
also is aware that p2,1 ≥ p2,2 according to the pre-defined
negotiation rules. The expected utility of P1 should be con-
ditioned on these two facts.

Similar to the previous case where no negotiation happens,
the expected throughput rate for user P1 when getting p2,1

can be expressed as follows:

E (R1) =

∫
1

0

∫ p1,1

0

∫
1

0

∫ p2,1

0

<()f(p2,1)dp2,2dp2,1dp1,2dp1,1

(17)
where f(p2,1) is the density of p2,1 conditioning on p2,1 ≥
p2,2 and <() is defined below.

<() =

{
g∗

1(p1,1, p1,2)p1,1(1 − g∗

2(p2,1, p2,2))

+ (1 − g∗

1(p1,1, p1,2))p2,2g
∗

2(p2,1, p2,2)

}
f(p2,2)

(18)

In equation 18, f(p2,2) denotes the conditional density of
p2,2 when given p2,1 ≥ p2,2. That is, f(p2,2) = 1

p2,1
. In the

calculation below, we consider two independent cases where
p2,1 ≤ θ and p2,1 > θ. In order to make the description
clear, we develop some notation:

Γ =

∫
1

0

∫ p2,1

0

<()f(p2,1)dp2,2dp2,1 (19)

Γl =

∫ θ

0

∫ p2,1

0

<()f(p2,1)dp2,2dp2,1 (20)

Γh =

∫
1

θ

∫ p2,1

0

<()f(p2,1)dp2,2dp2,1 (21)

It is straightforward that Γ = Γl + Γh. We first calculate
Γl and then consider Γh.
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We have g∗

2(p2,1, p2,2) = 0.5 when p2,1 ≤ θ. Substitute
g∗

2(.) and f(p2,2) to equation 20, we have:

Γl =
1

2

∫ θ

0

∫ p2,1

0

{
g∗

1(p1,1, p1,2)p1,1

+ (1 − g∗

1(p1,1, p1,2))p1,2

}
f(p2,2)dp2,2dp2,1

=
1

2

∫ θ

0

[
g∗

1(p1,1, p1,2)p1,1

+ (1 − g∗

1(p1,1, p1,2))p1,2

]
f(p2,1)dp2,1

For the case where p2,1 > θ, we consider the following two
cases in order to decide the value of g∗

2(.).

g∗

2(p2,1, p2,2) =

{
0.5 (p2,2 ≥ p2,1 − θ))

1 (p2,2 < p2,1 − θ)
(22)

By replacing the corresponding g∗

2(.) value in equation 21,
we get the following expression. Note that for brevity, in this
equation, we use g∗

i (.) to denote g∗

i (pi,1, pi,2).

Γh =

∫
1

θ

∫ p2,1−θ

0

[
g∗

1(.)p1,1(1 − g∗

2(.))

+ (1 − (g∗

1(.)p2,2g
∗

2(.)

]
f(p2,2)f(p2,1)dp2,2dp2,1

+

∫
1

θ

∫ p2,1

p2,1−θ

[
g∗

1(.)p1,1(1 − g∗

2(.))

+ (1 − g∗

1(.))p2,2g
∗

2(.)

]
f(p2,2)f(p2,1)dp2,2dp2,1

=

∫
1

θ

∫ p2,1−θ

0

(1 − g∗

1(.))p1,2f(p2,2)f(p2,1)dp2,2dp2,1

+
1

2

∫
1

θ

∫ p2,1

p2,1−θ

[
g∗

1(.)p1,1 + (1

− g∗

1(.))p1,2

]
f(p2,2)f(p2,1)dp2,2dp2,1

=

∫
1

θ

{
[(1 − g∗

1(.))p1,2]
p2,1 − θ

p2,1

+
1

2
[g∗

1(.)p1,1 + (1 − g∗

1(.))p1,2]
θ

p2,1

}
f(p2,1)dp2,1

Now we will focus on solving f(p2,1). Note that p2,1 is
not uniformly distributed when considering that p2,1 is the
larger number of the two random variables p2,1 and p2,2. In
fact, the probability that user P1 sees p2,1 ≤ z (z ∈ [0, 1])
when given that p2,1 is no less than p2,2 (i.e., p2,1 ≥ p2,2)
can be computed as follows:

Pr(p2,1 ≤ z | p2,1 ≥ p2,2) =
Pr(p2,1 ≤ z, p2,1 ≥ p2,2)

Pr(p2,1 ≥ p2,2)

=

∫ z

0

∫ p2,1

0
dp2,2dp2,1

Pr(p2,1 ≥ p2,2)
=

z2/2

1/2

= z2 (23)

Therefore, f(p2,1) = 2p2,1. Thus,

Γ = Γl + Γh

=

∫ θ

0

[g∗

1(p1,1, p1,2)p1,1 + (1 − g∗

1(p1,1, p1,2))p1,2]p2,1dp2,1

+

∫
1

θ

{
2[(1 − g∗

1(p1,1, p1,2))p1,2]
p2,1 − θ

p2,1

+ [g∗

1(p1,1, p1,2)p1,1 + (1 − g∗

1(p1,1, p1,2))p1,2]
θ

p2,1

}
p2,1dp2,1

(24)

User P1’s expected throughput rate after one round ne-
gotiation on hearing p2,1 can be expressed as:

E (R1) =

∫
1

0

∫ p1,1

0

Γdp1,2dp1,1 (25)

Again, this integration can be divided to the following
three different cases according to the value of g∗

1(p1,1, p1,2):
1) if p1,1 ≤ θ, g∗

1(p1,1, p1,2) = 0.5; 2) if p1,1 > θ and p1,2 ≥
p1,1 − θ, g∗

1(p1,1, p1,2) = 0.5; 3) if p1,1 > θ and 0 ≤ p1,2 <
p1,1 − θ, g∗

1(p1,1, p1,2) = 1.
After solving the integration, we get:

E (R1) =
7θ3

12
−

θ4

8
−

11θ2

12
+

7θ

12
(26)

Now we consider the other case on conducting one round
negotiation. If user P1 gets user P2’s channel C2 valuation
p2,2, the optimal sensing policy is decided immediately (user
P1 will sense channel C1 and user P2 will sense channel
C2). In this case, user P1’s expected throughput rate equals
the expected value of p1,1. Note that in our assumption,
p1,1 ≥ p1,2. p1,1 is not uniformly distributed any more. The
expected value of random variable p1,1 equals the expected
value for max(p1,1, p1,2). Hence, we have

E (p1,1) =
2

3
(27)

According to equation 16, user P1’s expected throughput
in unit time after one round negotiation is:

E (R) =
1

2
E (R1) +

1

2
E (R2)

=
7θ3

24
−

θ4

16
−

11θ2

24
+

7θ

24
+

1

3
(28)

The maximal value is 0.3982 and it is obtained at θ = 0.62.
Therefore, when considering exchange information in one-
round negotiation, the expected utility for user P1 can be
expressed as follows:

Û1 = 0.3982(1 − β) (29)

4.2.3 Full Information Exchange

Finally, we consider the case where both users gains full in-
formation about each other after two rounds of negotiation.
Similar to the previous two cases, we will first calculate the
expected throughput rate as if the channel valuations were
given. Then we average on all the possible valuations by
integration.

When global information is available about all user valu-
ations of all channels, the problem of obtaining the channel
allocation that maximizes the sum rate for the two users
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is essentially a maximum weight bipartite matching prob-
lem [6]. In general, this problem can be solved efficiently in
polynomial time using the Hungarian algorithm [13]. For the
special case of two users and two channels that we have here,
the optimal solution can be described explicitly in terms of
the valuations of each users as follows. There are three pos-
sible outcomes for user P1: a) P1 senses C1 if p1,1 + p2,2 >
p1,2 + p2,1; b) P1 senses C2 if p1,1 + p2,2 < p1,2 + p2,1; c)
P1 randomly chooses either C1 or C2 with probability 1

2
if

p1,1 + p2,2 = p1,2 + p2,1. The solution for user P2 is sym-
metric.

As we mentioned before, in our average analysis, although
we are maximizing user P1’s expected throughput rate in
previous two cases, user P2’s expected throughput rate is
also optimized due to symmetry. Hence, the system through-
put rate is maximized in previous two cases as well, making
them all comparable.

We first suppose that user P1 already knows the value
of p1,1 − p1,2, denoted as pdiff . Let E (R|V ) denote the
expected throughput in unit time for user P1 when user P1
already knows his/her own channel valuations. We have:

E (R|V ) = p1,1Pr(p2,1 − p2,2 < pdiff )

+ p1,2Pr(p2,1 − p2,2 > pdiff )

+
p1,1 + p1,2

2
Pr(p2,1 − p2,2 = pdiff ) (30)

Considering that p1,1, p1,2, p2,1, p2,2 are uniformly distributed
in the interval [0, 1], we have

Pr(p2,1 − p2,2 < pdiff ) = 1 −
(1 − pdiff )2

2

Pr(p2,1 − p2,2 > pdiff ) =
(1 − pdiff )2

2

and

Pr(p2,1 − p2,2 = pdiff ) = 0

. Substituting these values to equation (30), we have:

E (R|V ) = p1,1 −
pdiff (1 − pdiff )2

2
(31)

According to linearity of expectation, in order to get E (R)
for user P1 from this equation, we need to calculate the
expected value of p1,1 and pdiff (1 − pdiff )2. The expected
value of p1,1 has already been calculated in equation 27. Now
we focus on computing the expectation of pdiff (1 − pdiff )2

on the assumption that p1,1 ≥ p1,2.
Expanding pdiff (1 − pdiff )2, we have:

pdiff (1 − pdiff )2 =
(p1,1 − p1,2)[1 − (p1,1 − p1,2)]

2

2

=
1

2
(p1,1 − p1,2) − (p1,1 − p1,2)

2

+
1

2
(p1,1 − p1,2)

3 (32)

Now we need to calculate the conditional expectation for
(p1,1 − p1,2)

n (n = 1, 2, 3) when given that p1,1 > p1,2.

E ((p1,1 − p1,2)
n|p1,1 ≥ p1,2)

= E

((
E ((p1,1 − p1,2)

n|p1,1, p1,1 ≥ p1,2)

)
|p1,1 ≥ p1,2

)

(33)

Figure 2: Illustration of user P1’s optimal decision

on number of negotiation rounds

By applying the above fact, we can obtain:

E ((p1,1 − p1,2)
n|p1,1, p1,1 ≥ p1,2)

=

∫ p1,1

0

(p1,1 − p1,2)
n 1

p1,1

dp1,2

= −
1

p1,1

·
(p1,1 − p1,2)

n+1

n + 1
|
p1,1

0

=
pn
1,1

n + 1
(34)

Thus,

E ((p1,1 − p1,2)
n|p1,1 ≥ p1,2) =

∫
1

0

pn
1,1

n + 1
2p1,1dp1,1

=
2

(n + 1)(n + 2)
(35)

Substituting the corresponding value in equation 31, we
get the value of E (R) for user P1 as follows:

E (R) =
2

3
− (

1

2
·
1

3
−

1

6
+

1

2
·

1

10
) =

37

60
(36)

The expected utility for user P1 after full information
exchanged can be represented by the following equation:

Û1 =
37

60
(1 − 2β) (37)

4.3 Optimal Information Exchange
In previous section, we have obtained the optimal thresh-

old value θ and the expression of user P1’s expected utility
functions for the three cases: without negotiation, with one
round negotiation, and with two rounds negotiation. Users
decide the number of negotiation rounds a priori according
to the optimal threshold value such that their expected util-

ity Ûi is maximized. Figure 2 illustrates user P1’s optimal
negotiation round decision according to the negotiation cost
(i.e., β value).

The implication of figure 2 is straightforward. When β
is small (i.e., each round of negotiation occupies a small
potion of the usable given time period), the user prefers
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to get perfect information about the system before making
channel sensing decisions. With the increase of β, getting
partial information of the other user becomes the optimal
strategy in terms of total expected throughput in the given
time interval. Only when β is large enough (around 0.68
in the plot), the user’s best strategy is to begin transmit
without any information exchanging. Notice that β = 0.68
implies a large overhead on negotiation cost. In most cases,
the secondary users prefer to gather some information from
the opponent to improve the expected utility.

5. CONCLUSION
In this paper, we have investigated the problem of how

secondary users in cognitive radio networks should coordi-
nate with each other on channel sensing and access. In this
scenario, each secondary user has his/her own valuation on
channel conditions. The channel valuations are independent
and uniformly randomly distributed between 0 and 1.

At the beginning of a given time period, the secondary
users need to decide intelligently on the number of negoti-
ation round to maximize their expected throughput in this
given time interval. There is a tradeoff between information
gathering and channel using. On the one hand, exchanging
channel valuation information among secondary users might
help improving the user’s throughput in the given period by
reducing collisions among secondary users. On the other
hand, information exchange takes time.

We have proposed a threshold-based channel sensing pol-
icy based on an observation of our previous work to handle
the ambiguous case where the channel sensing policy is not
implicitly determined. We have obtained the optimal thresh-
old for both users to maximize their expected throughput.
Finally, we have discussed how users should choose optimal
negotiation round a priori according to different negotiation
costs.

There are many open problems and directions to consider
in future work. One is to consider alternatives to the thresh-
old policy we have used in this work, or to prove that the
threshold policy is indeed the best possible in some sense.
Another possible research direction is to extend the current
study to scenarios with more than 2 users and more than 2
channels. Yet another direction of interest to us is to con-
sider more dynamic settings, where the users decide whether
to terminate or continue the negotiation process at the end
of each negotiation round based on the information gathered
up to that point.
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