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ABSTRACT

Many efforts have been devoted to maximizing the network
throughput with limited channel resources in multi-radio
multi-channel wireless mesh networks. It has been believed
that the limited spectrum resource can be fully exploited by
utilizing partially overlapping channels in addition to non-
overlapping channels in 802.11b/g networks. However, there
are only few studies of channel assignment algorithms for
partially overlapping channels. In this paper, an extension
to the traditional conflict graph model, weighted conflict
graph, is proposed to model the interference between wire-
less links more accurately. Based on this model, we first
present a greedy algorithm for partially overlapping chan-
nel assignment, and then propose a novel genetic algorithm,
which has the potential to obtain better solutions. Through
evaluation, we demonstrate that the network performance
can be dramatically improved by properly utilizing the par-
tially overlapping channels. In addition, the genetic algo-
rithm outperforms the greedy algorithm in mitigating the
interference within the network and therefore leads to higher
network throughput.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design— Wireless communication

General Terms

Algorithms, Performance

Keywords

Wireless Mesh Networks, Partially Overlapping Channel,
Channel Assignment, Genetic Algorithm.

1. INTRODUCTION

Wireless mesh networks (WMNs) consist of mesh routers
and mesh clients, where mesh routers have minimal mobil-
ity and form the backbone of the network [1]. Recently,
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there has been growing interest in using WMNs to extend
or enhance Internet connectivity on the last mile. Some
commercial deployments are already working to provide low
cost connectivity to residents and local businesses.

One major problem facing WMNSs is the capacity reduc-
tion caused by the interference among multiple simultaneous
transmissions [2]. When two nearby wireless links commu-
nicate on the same frequency band, they cannot transmit
data simultaneously. As a result, the throughput of each
link may be decreased dramatically due to the interference
from the other link. Also, a router cannot transmit and re-
ceive simultaneously with a single radio. To alleviate these
problems, in many WMNs, mesh routers are equipped with
multiple radios, which can be configured to operate on differ-
ent channels. Thus, nodes are able to transmit and receive
simultaneously in multi-radio multi-channel WMNs.

It is known that 802.11b/g and 802.11a provide 3 and
12 non-overlapping channels respectively. Although 802.11a
provides more channel resources than 802.11b/g, it has sev-
eral drawbacks. As 802.11a works on higher frequency spec-
trum (5GHz) than 802.11b/g (2.4GHz), it is more difficult
to penetrate walls and other obstructions, and thus has a
shorter range. In addition, 5GHz belongs to the regulated
frequency spectrum, which makes 802.11a more expensive
to operate. As a result, 802.11b/g is more commonly used.

To improve the throughput of WMNs, much research [3-
10] has been done on configuring the network interfaces
of mesh routers with different non-overlapping channels to
avoid interference. However, due to the limited number of
channels available, the interference cannot be completely
eliminated. This is especially true in the case of 802.11b/g,
which provides only three non-overlapping channels.

802.11b/g provides 14 channels, of which only the first
11 channels are permitted in US. According to 802.11b/g,
if the channel separation is greater than 4, the two chan-
nels are non-overlapping channels (or orthogonal channels).
Otherwise, they are partially overlapping channels. Thus,
the number of non-overlapping usable channels is at most
three (channel 1, 6 and 11). Previous algorithms [3-10] only
consider the non-overlapping channels in the channel assign-
ment. A simplified interference model is usually assumed,
that is, if two links are within interference range of each
other (twice the transmission range R), they can transmit
and receive simultaneously only if they use different non-
overlapping channels. As a result, the frequency spectrum
has not been fully exploited in these cases.

In this paper, we will study how to further mitigate the
effects of interference in 802.11b/g mesh networks by fully



exploiting the spectrum resource, that is, utilizing both non-
overlapping channels and partially overlapping channels, and
efficient channel assignment algorithms. The contributions
of this paper are three-fold.

o We make an extension to the traditional conflict graph
model, weighted conflict graph, which can model the
interference between wireless links more accurately with
both non-overlapping and partially overlapping chan-
nels. The new model is based on our experimental
results of interference measurement in a test-bed.

e We present a greedy channel assignment algorithm based
on the weighted conflict graph in 802.11b/g mesh net-
works, which fully utilizes the spectrum resource. From
simulations, we conclude that the network through-
put can be dramatically improved by utilizing partially
overlapping channels as well as non-overlapping chan-
nels.

e Besides the greedy algorithm, we propose using genetic
algorithms to solve the channel assignment problem.
To the best of our knowledge, no previous research
has focused on using genetic algorithms for this kind
of problem. In this paper, we discuss on the proper
design of the genetic algorithm for channel assignment,
and demonstrate that it can obtain better results than
the greedy algorithm based on simulation results.

The rest of the paper is organized as follows. We sum-
marize previous work in Section II. Section III presents the
network model, including the derivation of the new weighted
conflict graph model and a formulation of the channel assign-
ment problem. In Section IV, we propose two channel as-
signment algorithms, the greedy algorithm and the genetic
algorithm, and discuss on the design details. The perfor-
mance evaluation is shown in Section V. Finally, we conclude
our work in Section VI.

2. RELATED WORK

A major problem facing multi-hop wireless networks is
the interference between adjacent links. The throughput of a
single-radio single-channel wireless network has been studied
in [2]. The authors formalized it as a multi-commodity flow
problem with constraints from conflict graph, which is NP
hard, and gave an upper bound and a lower bound of the
problem.

There have been many studies on how to assign limited
channels to network interfaces in a multi-radio multi-channel
wireless mesh network so as to minimize interference and
maximize throughput. They differ in several assumptions
made in WMNs, and therefore in the models and related
solutions.

One approach assumes a known traffic profile in the net-
work, because the aggregate traffic load of each mesh router
changes infrequently. The authors of [3] proposed an itera-
tive approach to solve the joint routing and channel assign-
ment problem, which can calculate a routing scheme as well
as a channel assignment scheme, such that all traffic pro-
files can be satisfied. The problem has been formulated in
[4] and [5] by using linear programming with constraints on
interference and fairness, which is NP hard. The authors
proposed approximation algorithms to get a joint routing
and channel assignment scheme.
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Other studies assume that the traffic profile of each mesh
router is not known, and usually consider channel assign-
ment and routing separately. The authors of [6] assumed
that the traffic from the Internet gateway to clients is domi-
nant, and thus they first constructed a load-balanced routing
tree from the original network topology, and then proposed
a distributed load-aware algorithm to assign channels to the
links on the tree. In [7], the peer-to-peer traffic was as-
sumed to be dominant in the network. The authors first con-
structed a k-connected backbone from the original network
topology, and then assigned channels on the constructed
topology. There have also been some heuristic channel as-
signment algorithms proposed in [8] [9] to minimize the in-
terference in the wireless mesh network when the backbone
topology is already determined.

Besides these static channel assignment algorithms, which
assign channels to interfaces without change for a long time,
there have been several dynamic channel allocation algo-
rithms proposed, which allow interfaces to switch channels
frequently. The authors of [10] proposed an on-demand
channel allocation protocol in a wireless mesh network, where
each node has two interfaces. In their framework, one inter-
face of each node is devoted to controlling channel negotia-
tion only while the other interface is used for data transmis-
sion. On the other hand, the frameworks proposed in [11]
and [12] do not require a separate control interface, and the
channel negotiation happens on the same interface for data
transmission. As the overhead of dynamic channel switching
cannot be neglected, static channel allocation strategies are
more widely used in a static wireless mesh network. Thus,
in this paper, we focus on static channel assignment algo-
rithms.

Previous channel assignment algorithms are based on non-
overlapping channels. The benefit of using partially overlap-
ping channels in WLANS has been studied in [13], [14] and
[15]. In [13], the authors measured the interference between
different APs when partially overlapping channels are used.
They proposed channel assignment algorithms with partially
overlapping channels for APs in [14] and [15], which aim at
minimizing the interference between different WLANs. A
similar problem has also been studied in cellular networks
[16]. The authors addressed the channel assignment prob-
lem of minimizing interference between same channels and
adjacent channels. Different from these previous studies, we
focus on utilizing partially overlapping channels to improve
network throughput in WMNs, and study efficient channel
assignment algorithms, which fully exploit the channel re-
sources.

There have been several well-known test beds of WMNs.
The MIT RoofNet [17] is a well-known test bed for wireless
mesh networks built on the MIT campus. Microsoft has also
constructed a test bed in their office building [18]. In these
test beds, the wireless interference has been studied only
on same channels. In this paper, we study the interference
between partially overlapping channels.

The throughput of WMNs can be improved by using di-
rectional antennas. In [19], the authors proposed using di-
rectional antennas to establish point-to-point links. They
observed that even in the presence of side-lobes, it is possi-
ble to transmit (receive) along all links of a node simulta-
neously under the same channel. They further considered
multi-radio multi-channel WMNSs using direction antennas,
and proposed algorithms for channel assignment, which well
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Figure 2: Interference with regard to Physical Distance and Channel Separation

utilize the special properties of directional antennas [20].
In this paper, we focus on omni-directional antenna WMN,
which is more commonly used due to its low cost.

There have been many studies on routing metrics in WMNSs.
In [21], the authors provided a comparison of different rout-
ing metrics for static multi-hop wireless networks. WCETT
(Weighted Cumulative ETT) has been proposed in [22], which
has been shown to be more efficient than other traditional
metrics in multi-radio multi-channel WMNs. Our work is
focused on the channel assignment problem, which is below
the routing layer in the network stack.

3. NETWORK MODEL

In this section, we first experimentally study the inter-
ference between partially overlapping channels. A similar
experiment has been done in [13], which studied the inter-
ference of wireless links between mobile stations and APs.
In this experiment, we study the interference between peer-
to-peer wireless links. The focus of this section is to propose
the weighted conflict graph model instead of the traditional
conflict graph model, which can model the wireless inter-
ference between partially overlapping channels more accu-
rately. We formulate the channel assignment problem based
on the revised interference model in the end of this section.

3.1 Interference Measurement

Fig.1 illustrates our experimental setup. We used four lap-
tops, each equipped with a Netgear WAG511 802.11a/b/g
PC Card. Linux kernel with Madwifi is used to drive the net-
work cards. Paired laptops form a communication link, that
is, the two end nodes of the link work on the same channel.
We configured the two links with different channels and var-
ied the distance between them. In this experiment, we aim
to measure the level of interference between links configured
with partially overlapping channels in 802.11b/g.

We used the following metric to evaluate the effect of in-
terference. Let s1 and s2 be the throughput of linkl and
link2 respectively when the other link is turned down. Let
sy and s5 be the throughput of link1l and link2 when both
links are active. Then, the interference between these two
links can be evaluated by IF' (the Interference Factor) .

st + s

s1 + S2

Therefore, if IF = 1, there is no interference between these
two links, and they can transmit or receive simultaneously.
When IF < 1, there exists interference between them. The
lower IF value is, the higher the interference.
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The experimental results are shown in Fig.2, where we can
see the variance of interference factor with the physical dis-
tance and the channel separation of the two links. Fig.2(a),
Fig.2(b) and Fig.2(c) illustrate the relationship when the bit
rate of network cards are set to 2M, 5.5M, and 11M respec-
tively. There are four possible values of channel separation
for partially overlapping channels. We repeated our experi-
ment for all possible pairs of partially overlapping channels.
From the figure, we can observe that when the channel sep-
aration is fixed, interference decreases with increasing dis-
tance. When the distance is fixed, interference decreases
with the increase of channel separation. Note that the re-
sults may vary slightly with different network cards. How-
ever, we observed the same trend.

3.2 Weighted Conflict Graph

As shown in Fig.2, when the channel separation is fixed,
the interference between two links can jump from severe in-
terference (IF around 0.5) to almost no interference (IF
around 1) with only a slight increase in distance. Thus, we
can use the binary relationship to approximate the interfer-
ence as follows. Let I. be the interference range of two links
with channel separation ¢. When the channel separation of
the two links is ¢, they will interfere with each other if their
distance is less than I., and otherwise not.

For example, when two links use the same channel, that
is, their channel separation is 0, they will not interfere with
each other as long as their distance is over 2R, where R
is the radio transmission range. When two links use non-
overlapping channels, that is, their channel separation is 5,
they will not interfere with each other no matter how close
they are. Thus, Ip = 2R and Is = 0, which is consistent
with the traditional interference model.

The interference ranges for different channel separations
under different bit rates are shown in Table.1. We use a

(b) Conflict Graph

(a) Network Topology (c) Weighted Conflict Graph

Figure 3: An Example of Weighted Conflict Graph



Table 1: Interference Range

Io I I I3 1y 15
2M 2R 1.125R 0.75R | 0.375R 0.125R| 0
5.56M 2R R 0.625R 0.375R 0.125R 0
11M 2R R 0.5R | 0.375R 0.125R 0

threshold of 0.95, that is, for each channel separation, we
find the minimum distance such that I F' exceeds the thresh-
old as the interference range. In our experiments, the radio
transmission range R is 40ft. The reason we use binary
approximation is that the optimal channel allocation prob-
lem with non-overlapping channels is already NP hard. By
sacrificing a little accuracy, we are able to design more ef-
ficient algorithms to solve the channel allocation problem
with partially overlapping channels.

Conflict graph has generally been used to model inter-
ference in previous work. Let G(V, E) represent a wireless
mesh network with V' denoting mesh routers and E denoting
wireless links. A conflict graph F(S,T') of G(V, E) is defined
as a graph that has each vertex s; € S corresponding to each
link e; € E. When only non-overlapping channels are con-
sidered, the conflict graph F' has an edge s;s; € T if the
distance between the two corresponding links e;,e; € E is
within interference range of each other (usually 2R). The
distance between two links is defined as the minimum dis-
tance between any node of one link and any node of the other
link. However, the traditional conflict graph does not model
the interference between partially overlapping channels.

A Weighted Conflict Graph of G is denoted as (F'(S,T),1),
where F' is the conflict graph of G, and [ is a label on 7.
Let si,s; € S, whose corresponding links e;, e; are within
2R away. Then, we have s;s; € T. Denote the distance
between these two links by d(s;s;). The label I is defined as:

U(sisj) = min{c| d(sis;) > I}

1(s;s;) actually indicates the minimum channel separation
that links e; and e; must have so that they will not interfere
with each other.

An example of the Weighted Conflict Graph is shown in
Fig.3. Fig.3(a) shows a simple example of network topology,
where R is the radio transmission range. Fig.3(b) illustrates
the conflict graph. Assume the bit rate we are using is 2M.
The weighted conflict graph is shown in Fig.3(c). As link
A— B and A — C share a common node, they must use non-
overlapping channels in order to avoid interference. In order
words, their channel separation should be no less than 5,
1(Va—BVa—_c) = 5. On the other hand, the distance between
links A — B and C — D is R. According to Table.1, as
long as their channel separation is greater than or equal to
2, they will not interfere with each other. Thus, we have
l(VAfBVCfD) =2.

3.3 Problem Formulation

Since we are focusing here on channel assignment algo-
rithms, we assume that the network topology has been de-
termined through careful planning or by some topology con-
trol algorithms beforehand such as [6] and [7]. We abstract
the mesh network topology as a graph G(V, E), where V rep-
resents mesh routers, and F represents wireless links. Each
pair of mesh routers of a link has a separate interface de-
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voted to constructing the link. Similar to [7], we assume the
wireless mesh network has dynamic traffic, that is, the con-
nection demands have random sources, destinations and ar-
rival times. This is because there will be substantial random
and unpredictable traffic within the mesh network caused by
peer-to-peer and newly emerging applications in addition to
the traffic from and towards the Internet.

If there are enough channel resources, the problem be-
comes assigning the vertices of the weighted conflict graph
with channels (or colors) while satisfying that the distance
between the channels of adjacent vertices is no less than
the weight on the edge between them, such that the span
between the minimum and maximum channel used is mini-
mized. This problem can be modeled as T-Coloring problem
[23], which is NP-hard. In reality, the channel resource that
we can use is usually limited, so our goal becomes minimiz-
ing the interference in the network with limited channel re-
source. The channel assignment problem can be formulated
as follows.

Let (F(S,T),1) be the weighted conflict graph of G(V, E)
and C be the set of channels. We define a label A on S,
A(s;) € C is the channel on which link s; € S is working. We
also call A as a channel assignment scheme for the wireless
mesh network.

Let I(si,s;,A(si), A(s;)) be the interference indicator be-
tween links s;,s; € S, that is, it indicates whether these
two links will interfere with each other under channel as-
signment A. This can be calculated by Algorithm 1 based
on the weighted conflict graph.

Algorithm 1 I(s;,s;, A(s;), A(sj))

1: if s;s; is not an edge in F' then

2:  I=0 // no interference

3: else

4:  if | A(si) — A(sj) |> I(s;s;) then

5: I1=0

6: else

T I'=1 // interfere with each other
8: end if

9: end if

For the simplicity of presentation, we define the following
two objective functions:

Hi((FD),A) =) Y I(si 85, Alsi), A(s)) /2 (1)

i jF

H2(<F>l>7A) :male(5i7sja‘4(si)v‘4(5j)) (2)
—

H; defines the total interference within the network, that is,
the total number of link pairs that interfere with each other,
while Hy denotes the maximum link interference. Therefore,
we are trying to find the channel assignment A that mini-
mizes H; or minimizes Hz. These problems are NP hard,
because the graph coloring problem is an NP complete prob-
lem. In the next section, we will solve for approximate so-
lutions with objective H;. The proposed algorithms can be
easily modified for objective Hs.

4. CHANNEL ASSIGNMENT

In this section, we propose two algorithms, the greedy
algorithm and the genetic algorithm, for channel assign-
ment using partially overlapping channels. By presenting



the greedy algorithm, we want to show how the network in-
terference can be further minimized by using partially over-
lapping channels, because previous studies, such as [6] [7]
[8], also use greedy strategies for channel allocation with
non-overlapping channels. Genetic algorithms have not been
used to solve the channel assignment problems before, yet it
has the potential to generate better results than the greedy
algorithm.

4.1 Greedy Algorithm

Generally speaking, our greedy algorithm is a series of de-
cisions, each of which assigns a channel to a link, until all
links have been assigned channels. Each decision is usually
composed of two steps — select and assign. In the select step,
a link that has not been assigned a channel is chosen accord-
ing to metric «, and in the assign step, a proper channel is
assigned to the selected link according to metric 8. In each
step, the link and its channel selection are determined by
maximizing (or minimizing) their corresponding metrics «
and .

We define the metric « of a link as the expected level of
interference between this link and all the other links in the
network. As during the greedy channel assignment process,
some links may not have been assigned channels yet, we use
the expected value to evaluate the interference when select-
ing a link. Given the weighted conflict graph (F(S,T),1),
the expected interference of link s € S, denoted by «(s), is
computed as follows:

a(s) = Z Li(s,s") + Z Ix(s,s")

s'esSy s’€Sa

where S is the set of links that have already been assigned
channels, and Sy is the set of links not assigned channels
yet. I1(s,s’) (or I2(s,s’)) denotes the expected interference
between s and s’, which has been assigned (or not assigned)
a channel. They are calculated in the following ways:

Ii(s8) = o7 S0 10,3, A()
1Cliz
. 1 o
Ix(s,s') = e Z I(s,s',4,7)
i,j€C

Therefore, in each step, we select the link s that has the
minimum expected interference a(s).

In the assign step, we define the metric 8(c) for each can-
didate channel ¢ that can be assigned to the selected link.
B(c) indicates the interference between the selected link and
those links already assigned channels.

Ble)= 3 Ils,s', ¢, A(s)

s’€Sy

We select the channel ¢ that has the minimum S3(c), thus
minimizing the interference added to the network when we
assign channels to the selected link.

As described in Algorithm 2, given the weighted conflict
graph (F(S,T),l) and the channel set C, the greedy algo-
rithm obtains a channel assignment scheme A. This algo-
rithm is able to find a solution very fast because it never
changes a link’s channel once it is assigned. Next, we will
present a genetic algorithm, which has the potential to ob-
tain near-optimal results.
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Algorithm 2 Greedy-Algorithm((F'(S,T),1), C)
1: A(s) =null for all s € S
25 51:{}, SzZS
3: while S> # {} do
: Calculate a(s) for each link s € S

4
5:  Select s* such that a(s*) = minses, a(s)

6:  For link s*, calculate 3(c) for each channel ¢ € C
7: Select ¢* such that 8(¢*) = mincec B(c)

8 A(s")=c"

9 S1 =S1U{S*}, 522527{5*}

10:

end while

4.2 Genetic Algorithm

Genetic algorithms are adaptive heuristic search algorithms
premised on the ideas of natural selection and genetic evo-
lution. Its basic concept is to simulate the process of evo-
lution in the natural system, during which fitter individuals
are more likely to survive to the next generation.

The genetic algorithm is applicable to the channel assign-
ment problem because of the following reasons: 1) The chan-
nel assignment problem has an inherent local optimization
property. In other words, a good channel assignment scheme
for a subnetwork that causes less interference locally is more
likely to be contained in a good channel assignment scheme
for the entire network that causes less interference globally.
This property fits well into the genetic algorithm. In the ge-
netic algorithm for channel assignment, we regard a channel
assignment scheme for a subnetwork as local DNAs, and re-
gard a channel assignment scheme for the entire network as
an individual. Thus, we improve local DNAs to form better
individuals in the genetic algorithm. 2) In the genetic algo-
rithm, individuals from the current generation are selected
to breed the next generation, which is expected to have fitter
individuals with high probabilities. This fitness preservation
property exists in the channel assignment problem. We ob-
serve that better channel assignment schemes are more likely
to be created by combining the good “parts” (channel assign-
ment for subnetworks) of the channel assignment schemes in
the current generation.

4.2.1 Problem Mapping

In order to solve the channel assignment problem by ge-
netic algorithms, the first step is to establish a mapping
between them. In our channel assignment problem, we de-
note a channel assignment for a single link as a DNA, and a
channel assignment scheme for all links of the entire network
as an individual, which is as well a solution to the channel
assignment problem. In the genetic algorithm, a generation
is composed of a set of individuals. Thus, we define a gen-
eration as a set of channel assignment schemes (a set of
solutions) in our problem. An example of the problem map-
ping is illustrated in Fig.4. The input of the problem is a
network topology with 4 nodes and 4 links, where each node
has two interfaces. The numbers beside the links represent
channels. The channel assignment of each link is considered
as a DNA. The channel assignment scheme shown in the top
figure is considered as an individual, and the set of channel
assignment schemes shown in the bottom figure constitutes
a generation.

Each channel assignment scheme is encoded as a binary
string in the genetic algorithm. The transformation is in the
following way.



DNA: 0001 (1)

Individual:
;= 000110110011 1000

/ H an o ©

Generation:

1 1
gi:iﬁ i:i” 00010110 1011 1000
_ .

0001 1011 0110 0011

Figure 4: Problem Mapping

1. Sort the links in linear order;

2. Convert the channel assigned to each link into a binary
string with a fixed length (a DNA);

3. Concatenate all the binary strings one by one into a
single binary string (an individual) according to the
order of the links.

For example, Fig.4 shows the binary representation of each
individual. The links are sorted in the order of AB, BD,
CD, AC. The channel assigned to each link is encoded into
a string with a fixed length of 4.

The order of the links has a great impact on the perfor-
mance of the genetic algorithm. Intuitively, we prefer the
links that are within interference range of each other to be
close together in the sorted list. As a result, when we com-
bine “parts” of individuals to create offsprings, the local op-
timization property of the parent individuals (good channel
assignment for subnetworks) can be preserved in the next
generation. There are several strategies that can be used
for link ordering: i) random order, ii) breadth-first search
(BFS), iii) depth-first search (DFS). In our genetic algo-
rithm for channel assignment, we find that BF'S and DF'S
give better performance (shown in Section V).

A genetic algorithm is equipped with a fitness function,
which is used to evaluate the fitness of an individual. The
fitter an individual is, the better the solution. Given a bi-
nary string representing a channel assignment scheme for
a network, we define its fitness function f as the negative
of the total interference within the network if the channel
assignment scheme is applied, which is also the objective
function of the optimization problem in Section III.

4.2.2 Algorithm Design

Our genetic algorithm begins with an initial generation,
which is composed of N randomly generated channel as-
signment schemes. Each next generation is generated by a
series of selection-reproduction steps from the current gener-
ation. In the selection step, two individuals in the current
generation are picked up. Two constraints must be satis-
fied: i) Fitter individuals are more likely to be selected.
ii) The other individuals also have a proper possibility to
be selected, which guarantees an extent of diversity. The
maintenance of diversity plays an important role, because it
can avoid early convergence on local optima. In the repro-
duction step, the two selected individuals breed two new
individuals through crossover and mutation. Crossover is a
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Figure 5: Crossover Strategies

strategy to combine parts of parent individuals to produce
new individuals and mutation further changes part of a new
individual with a small probability, which is called mutation
rate, to enhance diversity.

Algorithm 3 Genetic-Algorithm((F,l), C)

1: Randomly generate N channel assignment schemes, P

2: Calculate f value for each scheme in P

3: while M loops are not completed do

4:  while N/2 loops are not completed do

5 Select p1,p2 from P using selection strategy

6: Create 01, 02 from p1, p2 using reproduction strategy

7 Calculate f(o1), f(02)

8 Find two channel assignment schemes b1, b2 that
have the lowest f values in P

9: Replace b1, b2 with o1, 02

10:  end while

11: end while

12: Return the fittest channel assignment scheme in P

Our genetic algorithm for solving the channel assignment
problem is depicted in Algorithm 3, where N denotes the
initial population size (the number of individuals in the first
generation) and M is the number of generations to evolve.
The algorithm has polynomial running time, because there
are M N/2 steps, each of which requires polynomial time.

e Selection strategy: As the channel assignment problem
has many local optima, we adopt the stochastic selec-
tion, which is good at maintaining population diver-
sity. This strategy exploits two well-studied selection
methods, the roulette wheel selection and the tourna-
ment selection. In roulette wheel selection, each in-
dividual is selected with a probability proportional to
its fitness function. Individuals with higher fitness are
more likely to be selected, while individuals with low
fitness still has a chance to be selected. In tournament
selection, n individuals are selected at random and the
fittest one of them is chosen. In stochastic selection,
we first selects 2 individuals independently by using
roulette wheel selection, and then choose the better
one of them according to tournament selection.

e Reproduction strategy: It includes crossover and mu-
tation. When two individuals are selected to breed off-
springs, both are split into several parts by cutting at



some random points. Offsprings are produced by com-
bining different parts from the two parent individuals.
With respect to the number of cutting points, well-
known crossover methods include one-point crossover,
two-points crossover and uniform crossover. In uni-
form crossover, each DNA is swapped between par-
ent individuals with a fixed probability, typically 0.5.
Fig.5 illustrates different crossover methods. In the
figure, two parents are drawn in different colors, and
offsprings contain different parts from parents. It has
been discovered that the uniform crossover achieves

better performance in most optimization problems. How-

ever, we find that, with respect to our channel assign-
ment problem, the one-point crossover and two-point
crossover work better (shown in Section V). This is
due to the local optimization property of the chan-
nel assignment problem. Uniform crossover disperses
the DNAs from parent individuals into the new indi-
vidual, and thus does not preserve the good channel
assignment schemes for local subnetworks in the new
individual. To determine the proper mutation rate, it
has been recommended that mutation rate be differed
by an order of magnitude of 0.001 on binary-encoded
continuous-valued optimization problems, and the mu-
tation rate be in the range [0.005,0.01].

In addition, we have also used some other important
techniques to further improve the performance, includ-
ing elitism, sharing and niching. For a complete dis-
cussion on genetic algorithms, please see [24].

5. PERFORMANCE EVALUATION

In this section, we will evaluate both the greedy algorithm
and the genetic algorithm using all channels (orthogonal
channels and partially overlapping channels), and compare
them with the greedy algorithm using orthogonal channels
only. We compare these algorithms based on the following
metrics. The value of the “objective function” is a simple
metric to evaluate an algorithm’s capability of solving for
optimal solutions. However, as this is not a direct metric for
network performance, we further compare these algorithms
by “average link bandwidth” and “network throughput”.

Given the channel assignment schemes computed by dif-
ferent algorithms, we evaluated the network performance in
NS-2.31. The Hyacinth extension [25] was used to support
multiple channels and multiple interfaces per node in the
simulator. We made some further extensions to support par-
tially overlapping channels in addition to non-overlapping
channels. Assume each node has equal possibility to send
out data, and thus we can measure the bandwidth of each
wireless link in the network. If the network is without any
interference, the bandwidth of each link should be its bit
rate. However, with limited channel resources, the network
interference cannot be completely eliminated, which causes
the link bandwidth to decrease dramatically. To evaluate
the network throughput, we assume dynamic traffic in the
wireless mesh network, that is, the connection demands have
random sources and destinations. We impose a certain num-
ber of UD P flows concurrently on the network, and measure
the network throughput by the total throughput of all the
flows. The packet size is set to 512.

Through simulations, we will analyze the performance im-
provement we can achieve by using all channel resources as
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compared with only using orthogonal channels in the chan-
nel assignment, and also demonstrate how the genetic algo-
rithm can further improve network performance.

5.1 Impactof Parameters on Genetic Algorithm

Before presenting the simulation results, we first analyze
several parameters that may influence the performance of
the genetic channel assignment algorithm.

In Section 4.2.1, we introduced three edge ordering strate-
gies; random order, BF'S and DFS. In order to analyze
which strategy is better, we run the genetic algorithm with
different edge orders on random graphs with different sizes.
Fig.6 shows the result for a random graph with 50 nodes.
The x-axis denotes the number of generation in the evolution
process, and the y-axis shows the best solution of each gen-
eration (measured by the total network interference). Each
point corresponds to the average of 20 runs. As shown in
the figure, at the first several generations, the three strate-
gies have the similar performance. However, with the evo-
lution of generations, the genetic algorithm with BF'S or
DFS edge order converges faster (getting better results in
each evolution) than random order. We observe the similar
phenomenon in networks of other sizes. This demonstrates
that BF'S and DF'S edge ordering have better performance
than random edge ordering. For the evaluation in the rest
of this paper, we use BF'S for edge ordering in our genetic
algorithm.

Fig.5 illustrates the impact of different crossover strate-
gies on the genetic channel assignment algorithm. We run
the genetic algorithm with one-point, two-point and uni-
form crossover strategies on random graphs with 50 nodes
respectively. From the figure, we can observe that the al-
gorithm with one-point crossover has the fastest converging
speed, while the uniform crossover has the lowest converging
speed. For the evaluation in the rest of this paper, we use
one-point crossover strategy in our genetic algorithm.

5.2 Minimizing Interference Under Regular
Topologies

In this section, we study the scenario with regular topolo-
gies, because wireless mesh networks are usually deployed
after careful planning, and the regular topology can average
the performance over the whole network. We use the topol-
ogy of N x N squared grids with side length of R (the radio
transmission range), that is, each vertex is deployed with a
mesh router, and each edge denotes a wireless link. Each in-
side mesh router is equipped with 4 network interfaces that
communicate with its 4 neighbors independently, while each
boundary router is equipped with 3 or 2 interfaces depending
on its number of neighbors.
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Figure 8: Evaluation of Channel Assignment Algorithms under Regular Topology

5.2.1 Using Partially Overlapping Channels

We use 802.11b with bit rate of 11Mbps. In the channel
assignment with only orthogonal channels, channels 1, 6, 11
are used. In our approach, we use all the channels from 1
through 11. As our purpose is to analyze the effect of using
partially overlapping channels on mitigating interference, we
select the greedy algorithm for evaluation. That is, we run
the greedy algorithm based on the conflict graph model (us-
ing only orthogonal channels) and weighted conflict graph
model (using all the channels).

Fig.8(a) (the top two curves) shows the total interference
within networks of different sizes for these two approaches.
‘We can observe that the network interference can be further
mitigated by using partially overlapping channels. With the
increase of network size, the total interference for the chan-
nel assignment with all channels is roughly % of the channel
assignment with only orthogonal channels. Fig.8(b) (the
bottom two curves) compares the average link bandwidth of
the network. By using partially overlapping channels, the
average link bandwidth can be improved by around 32 per-
cent when the network becomes large, which implies that
the network can carry more traffic. Fig.8(c) (the bottom
two curves) illustrates the network throughput under both
approaches. If we fully exploit the channel resources, we can
achieve an improvement of network throughput by approxi-
mately 42 percent.

5.2.2 Using Genetic Algorithm

We also proposed a potentially more efficient algorithm for
channel assignment, the genetic algorithm. We will evaluate
this algorithm by comparing it with the greedy algorithm.
We assume that all the channels are used in the algorithms.
The same metrics from the previous section are used in the
evaluation. For the genetic algorithm, we set the population
size to 5000, the mutation rate to 0.005, and the number of
generations to 500.

Fig.8(a) (the bottom two curves) shows the total inter-
ference within the network when both channel assignment
algorithms are applied. The genetic algorithm obtains bet-
ter results than the greedy algorithm under different network
scales. As in the previous experiment, Fig.8(b) and Fig.8(c)
(the top two curves) compare the average link bandwidth
and the network throughput. These two figures illustrate
a similar trend. By using the channel assignment scheme
computed from the genetic algorithm, the average link band-
width and the network throughput can be improved by ap-

Digital Object Identifier: 10.4108/ICST.WICON2008.4907
http://dx.doi.org/10.4108/ICST.WICON2008.4907

proximately 20 percent and 24 percent respectively, com-
pared to the greedy algorithm.

5.3 Minimizing Interference Under Random
Topologies

We use the topology generation tool GT-ITM [26] to gen-
erate random topologies. We choose the Locality Model
to generate flat random graphs with uniformly distributed
nodes. By properly setting the parameters such as the num-
ber of nodes, the separating length and the connectivity
probability, we can obtain graphs with desired scales and
average degrees.

We generate random graphs of different scales but with
the same average degree (=3). The minimum degree is no
less than 2 and the maximum degree is no greater than
5. Three channel assignment algorithms are executed on
these random topologies, that is, the greedy algorithm us-
ing only orthogonal channels, the greedy algorithm using all
the channels, and the genetic algorithm using all the chan-
nels. The simulation results are shown in Fig.9.

In the figures, each point corresponds to the average of
running each algorithm on 20 random graphs. We get sim-
ilar results with the regular topology cases, although the
performance improvement is not that dramatic. The net-
work throughput can be improved by approximately 25 per-
cent if we fully exploit the spectrum resource. Moreover, the
throughput can be further improved by 15 percent using the
genetic algorithm instead of the greedy algorithm.

6. CONCLUSION

In this paper, we experimentally study the interference be-
tween overlapping channels, and propose the weighted con-
flict graph, which can model the interference more accu-
rately compared to conflict graph. Based on this model, we
propose two channel assignment algorithms, which utilize
both orthogonal and partially overlapping channels in the
channel allocation. The greedy algorithm is fast but may
not get near-optimal results. The genetic algorithm has the
potential to get better results with polynomial running time.
Our simulations demonstrate that the network throughput
can be dramatically improved by using the partially over-
lapping channels in addition to the orthogonal channels in
the channel assignment. Moreover, the genetic algorithm
can generate better channel assignment schemes than the
greedy algorithm. Therefore, it can further reduce the in-
terference and improve the network capacity.
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