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ABSTRACT
1 We present a novel protocol for fast multi-hop message
propagation in the scenario of ad hoc vehicular networks
(VANET).
Our approach has been designed to gain optimal perfor-
mance in scenarios that are very likely, but not common
in literature. FROV faces asymmetric communications and
varying transmission ranges. In this scenario it is able to
broadcast any message with the minimal number of hops.
Moreover, our proposal is scalable with respect to the num-
ber of participating vehicles, and tolerates vehicles that leave
or join the platoon.
At the current state of development, our protocol is optimal
in the case of unidimensional roads and we are studying its
extension to a web of urban roads.
This paper presents the preliminary results of simulations
carried out to verify the feasibility of our proposal.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Com-
munication

General Terms
Design, Performance, Algorithms

Keywords
VANET, ad-hoc networks, dissemination strategies, simula-
tions

1. INTRODUCTION
Modern vehicles are equipped with several sensors, on board
computers, and communication devices, that are increas-
ingly integrated each other. It is easy to foresee that, in a

∗Correspondent author
1Copyright 2008 ICST 978-963-9799-36-3

close future, the great majority of vehicles traveling on the
roads will have such a configuration. Nowadays, taking ad-
vantage of those equipment to increase driving safety is an
emerging trend, both in academia and industry.

A likely scenario is that all the roads will not be covered
by a communication infrastructure, to connect the travel-
ing vehicles themselves and with the Internet. It is highly
probable that the vehicles will deliver the communication
infrastructure by themselves.

One of the main issues of such vehicular networks (VANET)
is the time to delivery a broadcast. This characteristic is
strictly related to both the number of relays of the messages,
hops, and to the congestion of the network [26, 17, 24]. The
lower the number of hops the fastest the broadcast. The
higher the congestion, the slower the broadcast. Depending
on the number of relays, even a single message could lead
to a network congestion, e.g. when the receivers attempt
to relay the message at the same time. The choose of a
single “good” relay, and its timing, is crucial both to avoid
congestion, and to reduce the overall number of hops.

We consider that the next generation of vehicles will be com-
monly equipped with a wireless communication apparatus,
according to the IEEE 802.11 standards [12]. Following the
increasing integration between the equipment of a vehicle,
our communication protocol takes advantage of the GPS re-
ceiver that equips the vehicles. Both of those apparatuses
are becoming standard equipment in the car industries.

We call our protocol Farther Relay and Oracle for VANET
(FROV), where the oracle monitors the platoon of vehicles,
and farther relay is the broadcast scheme, as described be-
low. FROV adopts a multi–hop approach to broadcast: any
message is re–transmitted by several relays until it reaches
the end of the platoon. The main idea of FROV is that
the relay of a message is the receiver whose re-transmission
spans further than any other. Based on this idea, FROV
generates run-time a sequence of relays for any broadcast
message. To accomplish this task, FROV estimates, both
the position and the transmission range, in the direction of
the broadcast, for all the receivers of a message.

We relaxed some of the most common assumptions made
in several previous proposals. FROV does not require nei-
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ther a constant, and known a priori, range of transmission,
nor vehicles travelling at the same distance each other. The
communications between vehicles in the platoon do not need
to be symmetrical, i.e. if vehicle A receives a message from
vehicle B, the opposite is not necessary. Furthermore, the
system remains effective even if the transmission ranges of
each vehicle shrink or expand, independently each other.
Our system is also adaptive with respect to changes in ve-
hicles distances, their relative positions, and speed. FROV
is completely distributed, the information are collected and
managed locally, therefore vehicles can leave or join the pla-
toon without affecting the effectiveness of the communica-
tions. Moreover, the locality of the information allows for
a good scalability with respect to the number of vehicles
participating to FROV.

The remainder of this paper is organized as follows. Next
section briefly describes, and compares, some related works.
Sections 3 and 4 discuss the system model and the main
characteristics of FROV respectively. The subsequent sec-
tion presents the simulation scenario and the first results of
our implementation. Section 6 concludes this work.

2. RELATED WORK
The IEEE 802.11 DCF protocol is widely adopted as stan-
dard for VANETSs. The protocol does not offer any kind of
broadcast communication. The usual approach is to over-
come this limitation is a multi-hop flooding. The receivers
of a message relay it upon reception. An efficient broadcast
should limit both the number of relay and the number of
hops. In ideal circumstances, the optimal relays are the vehi-
cles in the Minimum Connected Denominating Set (MCDS)
[26]. A MCSD could be obtained recursively, under the un-
realistic assumption that the vehicles in the platoon know,
in real time, their topology and the transmission ranges of
each one of them.

Several solutions in VANET circumvented the above re-
quirement of global real time knowledge, by choosing as re-
lay the farther vehicle from the sender [19, 20, 23]. This
heuristic approach could be at least ineffective in the case
of heterogenous, and varying, ranges of transmission. In the
worst case it could lead to a disruption of the chain of re-
lays. Other authors present solutions based on clustering
and cross-layering [13, 3, 7].

The analysis of traffic in urban ares extends the problem of
communication in a one dimensional road, such as highways
[10, 26], to a web of streets flooded by vehicular traffic [8,
16, 5, 11, 14]. Some authors pointed out the importance of
reliability in broadcast VANET [2].

In literature several scenarios for VANET communication
have been studied. The most common application are drive
safety and emergency, among the others [21, 22, 25, 9], An-
other, completely different, scenario is the infotainment [15,
18, 1]. Both of those scenarios have the common require-
ment of fast broadcast.

Some proposals consider different range of transmission for
each vehicle, in particular [8] considers two different anten-
nas, one for backward and the other for forward communica-
tions with respect to the travelling direction of the vehicle.

Among the above mentioned solutions, we focussed on the
Fast Multi-Broadcast Protocol (FMBP) [18, 19, 20], that
inspired our work, and that is the one that closely resem-
ble our proposal. We consider two main issues to compare
the protocols: the oracle and the relay chooser. The oracle
estimates both the actual transmission ranges and position
of each vehicle, while the relay chooser represents the rout-
ing criterion. FMBP makes the implicit assumption that
the communications are symmetrical; therefore, the oracle
could underestimate the transmission ranges. FROV does
not have this limitation. FMBP picks as relay the known
receiver that is farther with respect to the sender. In case
of heterogenous transmission ranges this could be the worst
choice, and, generally, increases the number of hops. On
the other end, FROV picks as relay the receiver whose re-
transmission spans farther than each other, thus reducing
the number of hops.

3. SYSTEM MODEL AND ASSUMPTIONS
It is likely to suppose that, in a platoon of vehicles, the
transmission range could be significantly different car by car.
Those differences could depend on the physical characteris-
tics of the radio equipment. In absence of collisions, any sent
message is received by all the vehicles within the range of
transmission. More generally, we suppose that when a mes-
sages is received by a vehicle, then all the vehicles between
the sender and that receiver have also received the message.

The transmission range of a car can vary while travelling,
due to changes of the environmental conditions. Those changes
include both atmospheric and topological surroundings. It
is well known that humidity of the air, e.g. fog, rain, and
snow, highly influences the range of transmission of radio
waves. Moreover, topological conditions, such as tunnels,
sharp curves, surrounding trees and buildings, could further
influence the transmission ranges.

Due to the aforementioned motivations, the transmission
ranges of a vehicle could be asymmetrical with respect to its
forward and backward directions. As an example, consider
a vehicle while entering or exiting a tunnel. Inside a tun-
nel the transmission range is reduced with respect to open
air; therefore, the forward and backward transmission ranges
differ each other. We measure the transmission ranges with
respect to the distance between the sender and the farther
receiver, because this is the most accurate measure that we
can perform.

Figure 1 shows an example of asymmetric communication.
The range of transmission of each vehicle is represented by
a dotted line, that ends aligned with the last vehicle that re-
ceives the transmission. Note that those transmission ranges
are asymmetrical. When the vehicle E broadcasts a mes-
sage, the vehicles C and D receive that message. Suppose
that, as a response to that message, vehicle C broadcasts a
second message that does not reaches vehicle E. Vehicle E

could receive the response message from C only if vehicle D

relayes it.

In this paper, we made the further assumption that the vehi-
cles are travelling on a road that is both one–way and uni-
dimensional. We made this simplifying assumption, quite
common in literature, at this stage of development of our
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Figure 1: Complex scenario

protocol, to test its effectiveness in a such controlled sce-
nario.

4. THE FARTHER RELAY AND ORACLE
FOR VANET

Consider the scenario depicted in Figure 1, when vehicle A

broadcasts a message, which one between vehicles B and C

should relay the message? According to FMBP, vehicle C is
the farther one with respect to the sender, therefore it will
relay the message. To reach vehicle E, the message needs a
further relay by vehicle D. Instead, according to FROV, the
best vehicle to relay the message from A is the one whose
relay spans farther with respect to all the receivers. There-
fore, in the depicted scenario, the best relay will be vehicle
B; resulting in less hops with respect to the previous solu-
tion.

It is worthwhile to point out that all the information man-
aged by FROV are local. Each vehicle constructs a view of
its current neighborhood, and asses its actual transmission
ranges, exclusively by means of the messages that it received
lately. The relay of a message is based on those local infor-
mation, and does not require any kind of global knowledge.
Each vehicle does not know anything about the platoon, ex-
cept for the vehicles that directly exchanged messages with
it.

Our proposal si made by two functional blocks: the oracle
and the relay chooser. The oracle assesses both the car po-
sitions and their transmission ranges. The chosen relay is a
“good” relay among the receivers of a message. The follow-
ing sections discuss their design and the main characteristic
of FROV.

4.1 The oracle in FROV
The oracle runs parallel to the communications. Each ve-
hicle participating to FROV asynchronously broadcasts an
oracle message, at a random time in a predefined period,
and receives the oracle messages sent by its neighbor. Based
on those oracle messages, any vehicle maintains the follow-
ing local lists. Each list stores ID, position and announced
transmission range for each one of its entry:

• Listened : the senders of the oracle messages received

by the vehicle. This list is included into the oracle
messages sent by the vehicle;

• Reached : known receivers of the oracle messages sent
by the vehicle;

• Aware: known further receivers of the oracle messages
sent by vehicles that are also in the Listened list.

Those lists are empty at the beginning of the protocol, are
populated during the startup phase, and are maintained at
run–time. For optimization reasons, all the above lists are
doubled, considering the forward and backward transmis-
sions. For the sake of simplification, we do not discuss this
aspect in detail; instead, we consider only a single direction,
while it is symmetrical with respect to the other direction.

When a participant vehicle R receives an oracle message
from vehicle S, it updates its Listened list, and searches for
its own ID in the list contained by the message. A successful
search means that S has previously received an oracle mes-
sage from R, therefore R updates its Reached list. In this
case, R might also update its current transmission range in
the direction of S, by comparing its position with respect to
S.

The Aware list takes into account the necessity of relaying
oracle data. Consider, again, the vehicles C, D, and E in the
Figure 1. Suppose that vehicle E broadcasts an oracle mes-
sage. Both vehicle C and D receive that message, and both
update their Listened list. The next oracle message sent by
vehicle C will contain, among the others, the information
that C listened messages from E. Receiving this message
from C, the vehicle D become aware that even C received
the oracle message from E. While C is farther than D with
respect to E, vehicle D stores C’s data into its Aware list.
The next oracle message sent by vehicle D will contain a
merge between its Listened and aware lists. Receiving this
oracle message from D, vehicle E knows that its transmis-
sion range spans until the position of C, even if it does not
receive direct communications from C.

Summarizing, the oracle messages contain data related to
the sender: ID, position, known forward and backward trans-
mission range, and the two Listened and Aware lists.

4.1.1 Frequency of the oracle messages
The positions and transmission ranges of the vehicles vary
continuously. The accuracy of the oracle depends on the
rapidity of the changes with respect to the frequency of the
oracle messages. In general, the higher the frequency, the
better the accuracy. On the other end, an high frequency
of oracle messages leads to an high overhead in therms of
bandwidth occupation. Since the accuracy of the oracle is its
adherence to the reality, the frequency of the oracle messages
is also related to the rates of modifications in the observed
platoon of vehicle. The lesser the changeability, the lesser
could be the frequency to preserve the same accuracy level.

The lists maintained by the vehicles contain data that are
not contemporaneous each other, and retaining “old” data
leads to less accuracy. To minimize the risk of using out-
dated data, FROV associates an integer value, called TTL,
at the entries in the Listened and Reached lists.
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The value of TTL is set to a predefined value when an entry
is inserted into the lists. Those TTL values are changed with
respect to the sending and receiving of oracle messages. Any
send of an oracle messages causes the decrement by one of
all the TTL values, while any receive of an oracle messages
reset the TTL of the corresponding entry to its initial value.
When a TTL becomes zero, the entry is deleted from the
list. Since any vehicle sends its oracle messages randomly
during a predefined period, the entries of the Listened and
Reached lists are deleted when they are old enough. The
Aware list is populated at any receive, and it is emptied at
each send of oracle messages; therefore it does not have any
TTL.

4.2 The relay chooser in FROV
The communications between the vehicles participating to
FROV depend on the running application. FROV provides
the underlying routing mechanism to any application run-
ning into the VANET. Application messages are exchanged
in parallel with respect to the oracle messages and their
frequency and size are under the exclusive control of the
running application.

For the sake of simplicity, we consider the most general
scheme of communication for the running application: any
message is a broadcast to all the vehicles. This scheme could
be very likely for applications such as drive security or intra–
vehicular gaming.

Before a send of an application message, a vehicle sorts its
Reached list, with respect to each receivers distance added
to its transmission range, and picks the firsts of the list as
designated relays. Needless to say, the sender sorts in both
forward and backward direction. When sending the appli-
cation message, the vehicle adds to it the list of designated
relays.

The sorted list of designated relays faces the possibility that
the first of them, i.e. the best relay, could not receive the
application message, resulting in a broken broadcast. This
situation could happen mainly for two possible causes. The
first cause could be that the Reached list of the sender is out-
dated, therefore the best relay does not belong any longer
to the set of receivers. The second cause could be that the
application message had a collision, in the area of the best
relay, with some other message, either an oracle or an appli-
cation message.

Designating few possible relays, instead of all the receivers,
avoids possible “broadcast storm problem”. In addition, it
avoids troubles in case the relay does not reaches some of the
receivers of a message. Those receivers, possibly the closer
to the sender, could then start a pointless retransmission
of the message, wasting both bandwidth and computational
resources.

The receivers assign a timeout to any entry of the designated
relays list. A relay compute its timeout by multiplying its
index in the list by the length of a transmission slot. The
family of 802.11 protocols usually set that slot to 20 or 50
milliseconds, and allows for CWMin = 0. We consider that
the first designated relay has index zero. After the reception
of an application message, each designed relay starts a timer

and waits until its timeout. At the end of its waiting period
the designated relay sends the message. If a designated relay
receives a duplicate of the message while waiting, it aborts
the procedure, because someone else took care of the relay.
If the first of the list is the actual relay, it immediately sends
the message without any waiting.

The actual relay applies the same technique, shown for the
sender: it sorts the list of next designated relays. In ad-
dition, taking care of the direction of propagation of the
message. In the best case, a broadcast reaches all the vehi-
cles by means of the minimal number of hops, and without
additional waiting at each hop.

Any application message has a unique identifier. When a ve-
hicle receives a message, it checks if had previously received
the same message. At the first reception of a message, a ve-
hicle stores the unique identifier of the message in its local
list. When it receives a message more than once, a vehicle
ignores the message. This behavior leads to a further re-
striction to the broadcast storm problem mentioned above.

A possible weakness of FROV broadcasting comes from out-
dated oracle data: the best relay could not be optimal any-
more. However, if the best relay receives the message, it does
the relay; possibly gaining a sub–optimal hop. If the best re-
lay does not receive the message, one of the following in the
list of designed relays will retransmit the message. In this
scenario FROV does not suffer broadcast disruption, but the
routing of this specific message becomes sub–optimal.

4.3 Main characteristics of FROV
In this section we briefly discuss some of the main charac-
teristics of FROV: optimal number of hops, scalability, and
adaptivity to changes in the vehicle platoon.

4.3.1 Optimal number of hops
Considering an almost linear road, we can assume that any
message sent by a vehicle S and received by vehicle R is also
received by all the vehicles between S and R. Under this
assumption, FROV requires the minimum number of hops
to broadcast a message to all the participating vehicles.

Doubtless, this is true for the first hop, that spans as far
as possible by definition. Among the vehicles that received
the messages, FROV selects the relay whose messages span
farther. Hence, each step maximizes the distance from the
original sender and the farther receiver. Therefore, the over-
all number of hops is minimal.

The quality of FROV broadcast is strictly dependent on the
accuracy of the oracle, i.e. closer to the reality is the oracle,
the closer to optimal are the number of hops.

4.3.2 Scalability
FROV does not require any global knowledge, it solely man-
ages local info; therefore, increasing the number of vehicles
does not affect neither the performance nor the required re-
sources.

The limiting factor for both performance and resources is
the density of proximity vehicles. That is the number of
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vehicles that could generate both transmissions and entries
in the local lists. An increasing number of proximal vehicles
causes more and longer oracle messages, then increases the
bandwidth occupation and the probability of collisions be-
tween messages. Moreover, the required memory to store the
local lists is directly proportional to the number of proximal
vehicles.

Nevertheless, the physical dimensions of vehicles, and the
minimum distance between them, sets up a strict upper limit
to the number of vehicle per length unit.

4.3.3 Adaptivity
The mechanism to manage messages obsolescence, shown in
section 4.1.1, could be considered as a kind of fault detector.
More generally, the oracle provides a mechanism to manage
the group membership of the vehicles participant to FROV,
i.e. vehicles could join or leave a running FROV group.

Any vehicle participating to FROV broadcasts an oracle
messages in a predefined period τ , i.e. it broadcast its data
randomly picking a moment inside τ . This timing implies
that at any participant announces its position to the neigh-
borhood at most 2τ later than the last announcement. On
average, any vehicle announces it position every τ .

A vehicle that leaves FROV does not announce its position
anymore, and its absence starts to be recorded at most after
2τ of its leaving. In few more τ , depending on the degree of
obsolescence of the oracle informations, the vehicle will dis-
appear from FROV. On the contrary, a new vehicle joining
FROV announces its presence by means of its first broad-
cast. Therefore, a joining vehicle is immediately recorded
by its neighborhood.

The leaving of a vehicle does not affects the performance of
FROV, unless the vehicle is the first designated relay of a
message currently broadcasted. In this case the second relay
of that message has to wait its turn to send.

5. EXPERIMENTAL RESULTS
We aimed our preliminary simulations to a comparison be-
tween FROV and FMBP; we show the first results in this
section. Since FROV belongs to the same family of FMBP,
we searched experimental evidence that our ideas are effec-
tual.

To obtain meaning results, we used the same simulator and
the original code of FMBP, ns 2. We simulated a platoon of
100 vehicles traveling on a road 2Km long. The initial dis-
tance between those vehicles is random, ranging from 10 to
50 meters. The vehicles travel at constant speed. Both for-
ward and backward ranges for each car are randomly picked
into the interval [75, 300]meters, independently each other.
Those are quite common parameters, e.g. [4, 3].

We performed several experiments varying the number of
vehicles generating application messages; they were: 1, 10,
20, 30, 40, and 50. Any vehicle generates a new applica-
tion message after a random interval ranging from 0.1 to
0.6 seconds. We choose this massive rate of generation for
the application messages, both to stress the system and to
represent the case of very interactive applications. We be-
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Figure 2: Number of hops

lieve that this could be an extreme case, but still likely, for
applications such as interactive games.

In our measurement we considered two fixed vehicles, the
first one, A, close to the beginning of the road, and the sec-
ond vehicle, B, approaching the end of he road. A message
exchanged between A and B should travel almost all the
road to reach its destination.

Figure 2 shows the average number of hops of any message
exchanged between the vehicles A and B. The x axis reports
the number of vehicles generating application messages, and
length of the bars represents the number of hops. We per-
formed several experiments, differentiated each other by the
random seed. The segments at the top of the bars represent
the interval of confidence of 95%. As expected, the number
of hops is almost constant regardless of the number of vehi-
cles generating application messages. The FROV requires,
approximately, a good 20% less hops than FMBP. This re-
sult shows the effectiveness of the relaying policy adopted
by FROV.

Neither FROV nor FMBP are reliable, i.e. they might drop
some message. This means that some sent messages never
reach the other vehicle under measure. This phenomenon
could be explained by the random presence of highly con-
gested areas, that covers all the possible relays of a dropped
message. The high bandwidth contention could depend on
both oracle and application messages. This is a scenario
under our investigation, that depends on both the high fre-
quency of application messages, and the high density of ve-
hicles.

Figure 3 shows the average number of dropped messages ex-
changed between the vehicles A and B. Note that, with
respect to this measures, the vehicles generating application
messages are competing with A and B for the bandwidth;
therefore they generate a kind of “noise” messages. As ex-
pected, the number of lost messages increases with respect
to the number of vehicle generating messages, i.e. with re-
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spect to the number of sent messages. Note that the in-
tervals of confidence are very broad with respect to their
values, i.e. there is a large variance in the results of differ-
ent experiments. Nevertheless, it seems that FROV drops
significantly less messages than FMBP in almost all the cir-
cumstances. In both cases, the “density” of exchanged ap-
plication messages directly affects the number of dropped
messages. Moreover, since the choice of the relay made by
FMBP is based of a random waiting inside a time slot, it
could happen that this leads to a greater number of appli-
cation messages collision with respect to FROV.

The Figure 4 shows the average propagation time that any
message, exchanged between vehicles A and B, takes to
reach the other vehicle with respect to the sender. In this
case, FROV takes advantage of both the reduced number of
hops and the deterministic choice of a relay, without random
waits. The number of vehicles generating application mes-
sages does not effects the latency of FROV, while it strongly
influences the latency of FMBP. As shown in [6], the propa-
gation time shown by FROV is well suited even in the case
of first person interactive games.

6. CONCLUSION AND FUTURE WORKS
Our protocol has been designed to obtain optimal perfor-
mances in scenarios that are very likely, but not common in
literature. The current implementation of FROV confirmed
in our preliminary experiments its ability to deal with both
asymmetric communications between vehicles, and varying
transmission ranges. Even in this complex scenario it is
able to pick the optimal number of relays. Moreover, our
proposal is scalable with respect to the number of vehicles,
and can sustain high density of application messages. FROV
can, almost effortlessly, accommodate for vehicles joining or
leaving the platoon.

We show the results of preliminary experiments that verified
the efficacy of our protocol. The assumption of a one-way
unidimensional road was related to a “proof of concept”. We
are planning further and more intense simulations, involving
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vehicle speed variations, and measures of the accuracy of
the oracle. We are also developing a new implementation,
tailored for another simulator, in order to double-check our
preliminary and comforting results.

We are investigating the possibility to extend our design to a
network of roads, such as an urban scenario. We would also
investigate the use of synchronous oracle messages to reduce
as much as possible the probability of collisions among them.
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