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#### Abstract

Given a positive definite matrix $M$ and an integer $N_{m} \geq 1$, Oja's subspace algorithm will provide convergent estimates of the first $N_{m}$ eigenvalues of $M$ along with the corresponding eigenvectors. It is a common approach to principal component analysis. This paper introduces a normalized stochastic-approximation implementation of Oja's subspace algorithm, as well as new applications to the spectral decomposition of a reversible Markov chain. Stability and convergence are established under conditions far milder than assumed in previous work. Applications to graph clustering and Markov spectral decomposition are surveyed, along with numerical results.
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## 1. INTRODUCTION

Spectral decomposition is a classical approach to model reduction for systems that are complex due to dimension or randomness. This technique is known as principal component analysis or the Karhunen-Loève decomposition, depending on the context $[17,15,14]$. The same technique has been developed more recently as an alternative to the
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min-cut max-flow theorem for network decomposition [23, $24,19]$.

Given a symmetric $N \times N$ matrix $w$, its spectral decomposition amounts to the computation of its $N$ real eigenvalues and corresponding eigenvectors. In the Karhunen-Loève decomposition the matrix $w$ is a covariance matrix, and the decomposition leads to a representation of a stationary process as a moving-average of white noise. In the graph clustering problem the elements of this matrix represent positive edge weights: $w_{i j}=w_{j i}$ is the weight of the link connecting nodes $i$ and $j$. The first decomposition of a connected graph is obtained by computation of the eigenvector corresponding to the second eigenvalue. It can be shown that the eigenvector possesses positive and negative entries, and this sign structure is used to define a generalized network cut in [23, $24,19]$.

Oja's subspace algorithm is one approach to computation of the leading eigenvalues and eigenvectors of the matrix $w[20,7]$. Fix an integer $N_{m} \leq N$, and let $m(t)$ denote an $N \times N_{m}$ matrix whose columns are intended to approximate an $N_{m}$-dimensional eigenspace corresponding to the $N_{m}$ largest of the $N$ eigenvalues of $w$. A deterministic version of Oja's algorithm is expressed as the polynomial differential equation,

$$
\begin{equation*}
\frac{d}{d t} m(t)=\left[I-m(t) m^{T}(t)\right] w m(t) \tag{1}
\end{equation*}
$$

where $m(0)$ is given as initial condition. If the matrix $w$ is positive definite then the analysis of [7] establishes convergence of $\boldsymbol{m}$ for almost every initial condition.

This paper introduces a normalized implementation of Oja's algorithm, that is also a multi-dimensional generalization of the one-dimensional algorithm of Krasulina [16]. Stability and convergence of the normalized algorithm are established under conditions far milder than assumed in previous work. Applications to graph clustering are surveyed, as well as new applications to the spectral decomposition of a reversible Markov chain.

In the following section we introduce the stochastic approximation algorithm, and present the main result establishing convergence of the algorithm. Applications to spectral graph theory are surveyed in Section 3, and Section 4 contains extensions of the algorithm to compute the spectrum of a reversible Markov chain. Examples are contained in Section 5, and conclusions may be found in Section 6

## 2. STOCHASTIC APPROXIMATION AND OJA'S ALGORITHM

Oja's 1985 paper [21] introduces a stochastic approximation algorithm based on the o.d.e. (1). Suppose that $\boldsymbol{X}$ is an $\mathbb{R}^{n}$-valued stationary process with covariance matrix $w=\mathrm{E}\left[X(t) X(t)^{\mathrm{T}}\right]$. We can express Oja's stochastic approximation algorithm as the matrix recursion,

$$
\begin{equation*}
M(n+1)-M(n)=a(n)\left[I-M(n) M^{\mathrm{T}}(n)\right] \widehat{W}(n) M(n) \tag{2}
\end{equation*}
$$

where $\widehat{W}(n)=X(n) X^{\mathrm{T}}(n)$. Convergence is established by applying current stochastic approximation techniques. However, these techniques require Lipschitz continuity of the right hand side of the recursion in the variable $M(n)$, which is violated in this case. This issue is addressed by imposing additional conditions on $\boldsymbol{X}$.

The lack of Lipschitz continuity presents problems even in deterministic approximations of (1) in discrete time. One such algorithm is introduced in [25] through sampling the o.d.e. to obtain,

$$
\begin{equation*}
m(n+1)-m(n)=a(n)\left[I-m(n) m^{T}(n)\right] w m(n) \tag{3}
\end{equation*}
$$

While convergence is established for the deterministic algorithm, the proof is complex. Complexity is due in large part to the cubic nonlinearity seen here just as in the stochastic approximation algorithm.

To enforce the Lipschitz continuity assumption and thereby place the algorithm within the framework of $[3,2,1]$ we introduce a normalization. The normalized o.d.e. is given by

$$
\begin{align*}
\frac{d}{d t} m(t) & =a(t)\left[I-m(t) m^{T}(t)\right] w m(t) \\
a(t) & =\left(1+\operatorname{trace}\left(m(t) m(t)^{\mathrm{T}}\right)\right)^{-1} . \tag{4}
\end{align*}
$$

The right hand side of the differential equation is Lipschitz in the variable $m(t)$. Solutions to this differential equation are simply time-scaled versions of the solutions to (1). In particular, from each initial condition the set of limit points are identical.

The stochastic approximation algorithm considered in this paper is again of the form (2) in which the gain sequence is modified through the choice of a non-negative gain sequence $\{b(n): n \geq 0\}$ :

$$
\begin{equation*}
a(n)=b(n)\left(1+\operatorname{trace}\left(m(n) m(n)^{\mathrm{T}}\right)\right)^{-1} \tag{5}
\end{equation*}
$$

It is assumed throughout that the following assumptions hold for the gain sequence $\boldsymbol{b}$ : It is non-negative, with
$\sum_{n=0}^{\infty} b(n)=\infty, \quad \sum_{n=0}^{\infty} b(n)^{2}<\infty, \quad \sup _{n \geq 0}\left(\frac{\sum_{k \geq n} b(k)^{2}}{b(n)}\right)<\infty$
An example is $b(n)=(1+n)^{-1}, n \geq 0$.
Under these conditions the algorithm is stable. To guarantee consistency we modify the algorithm slightly through the introduction of white noise,
$M(n+1)-M(n)=a(n)\left(\left[I-M(n) M^{\mathrm{T}}(n)\right] \widehat{W}(n) M(n)+\xi(n+1)\right)$
where $\boldsymbol{\xi}$ is an i.i.d. $N(0, I)$ sequence. Proposition 2.1 states that this recursion shares the best possible convergence properties observed in the o.d.e. (1). While the deterministic algorithm can become trapped in an arbitrary eigenspace of $w$, the stochastic algorithm (7) is strongly consistent from each initial condition.

Proposition 2.1. Consider the algorithms (2) or (7), where $\boldsymbol{a}$ is given in (5), and with $\boldsymbol{b}$ satisfying the conditions in (6). Suppose that the process $\boldsymbol{X}$ is i.i.d., with covariance $w>0$, and that it is independent of the i.i.d. $N(0, I)$ sequence $\boldsymbol{\xi}$.

Then, the following conclusions hold for each initial $M(0)$ :
(i) Stability: For either of the algorithms (2) or (7),

$$
\limsup _{n \rightarrow \infty}\|M(n)\|<\infty \quad \text { a.s. }
$$

(ii) Convergence: For the algorithm (7), with probability one, any limit point $M(\infty)$ of the sequence of matrices $\{M(n)\}$ has columns that lie in the eigenspace spanned by the first $m$ eigenvalues of $w$.

Proof. First we establish that the solutions to either stochastic approximation recursion are bounded a.s. by applying Theorem 7 of [2, Ch. 3] (see also [3]). This result constructs an "o.d.e. at infinity" that approximates the behavior of the recursion for large initial conditions. Based on the recursion (2) or (7) we obtain the o.d.e.,

$$
\begin{equation*}
\frac{d}{d t} m^{\infty}(t)=-\left[\frac{m^{\infty}(t) m^{\infty T}(t)}{\operatorname{trace}\left(m^{\infty}(t) m^{\infty}(t)^{\mathrm{T}}\right)}\right] w m^{\infty}(t) \tag{8}
\end{equation*}
$$

where $m^{\infty}(0) \in \mathbb{R}^{N \times N_{m}}$ is given as initial condition. Define the real valued function $V: \mathbb{R}^{N \times N_{m}} \rightarrow \mathbb{R}_{+}$as the quadratic,

$$
V(m):=\operatorname{trace}\left(m^{\mathrm{T}} w m\right), \quad m \in \mathbb{R}^{N \times N_{m}} .
$$

Under the positivity assumption on $w$ this function vanishes only when $m$ is identically zero. This property combined with the following drift condition implies that $V$ serves as a Lyapunov function,

$$
\frac{d}{d t} V\left(m^{\infty}(t)\right)=-2\left[\frac{\operatorname{trace}\left(\left[m^{\infty T}(t) w m^{\infty}(t)\right]^{2}\right)}{\operatorname{trace}\left(m^{\infty}(t) m^{\infty}(t)^{\mathrm{T}}\right)}\right]<0, \quad m^{\infty}(t) \neq 0
$$

It follows that the origin is the unique asymptotically stable equilibrium for (8). Theorem 7 of [2, Ch. 3] completes the proof of (i).

We now restrict to the algorithm (7). From the analysis of [7] it follows that the eigenspace spanned by the first $m$ eigenvectors of $w$ is a locally stable invariant set for (4), whereas the remaining eigenvectors are unstable invariant sets. The introduction of the i.i.d. process $\boldsymbol{\xi}$ combined with the assumptions on the gain sequence ensure that the results of section 4.3 of [2] apply, and the iterates avoid these unstable invariant sets with probability one. In turn, Theorem 19 of [2, Ch. 4] then ensures the desired convergence with probability one.

## 3. SPECTRAL GRAPH CLUSTERING

We now show how these methods can be adapted to spectral graph clustering, following [23, 24, 19]. The algorithms described here are variants of stochastic approximation based on the construction of a Markov chain evolving on the nodes of the graph.

Suppose that $w$ is a symmetric matrix with non-negative entries that defines weights in a graph with adjacency matrix $A_{i j}=A_{j i}=1\left\{w_{i j}>0\right\}$. Throughout this section we impose the following assumptions on the matrix $w$ :
(i) Symmetry: $w=w^{\mathrm{T}}$
(ii) Probabilistic normalization: $\sum_{i, j} w_{i j}=1$.
(iii) Irreducibility: $\sum_{k=1}^{\infty} w_{i j}^{k}>0$ for each $i, j$, where $w^{k}$ denotes the $k$-fold matrix product.

The normalization can be assumed without loss of generality by scaling, and irreducibility is equivalent to connectedness of the graph.

Oja's technique is not directly applicable because $w$ is not necessarily positive definite. One approach to enforce positivity is to add a scaled identity matrix to obtain $w^{(r)}:=$ $w+r I$. This matrix is positive definite for $r \geq 0$ sufficiently large. The relationship between the spectrum of $w$ and $w^{(r)}$ is obvious, and the eigenvectors coincide. We henceforth assume that this scaling has been performed so that the matrix $w$ is positive definite.

A stochastic approximation algorithm is obtained by constructing a Markov chain on the state space $\mathrm{X}:=\{1, \ldots, N\}$. Under the normalization assumption, the matrix $w$ can be interpreted as a probability measure on the product space $\mathrm{X} \times \mathrm{X}$. Its common marginal distribution is denoted $\pi(i)=$ $\sum_{j} w_{i j}$, and a transition matrix is defined as the ratio,

$$
P(i, j)=\frac{w_{i j}}{\pi(i)}
$$

The detailed balance equations hold, $\pi(i) P(i, j)=\pi(j) P(j, i)$, $1 \leq i, j \leq N$, so that $\pi$ is invariant for $P$. The transition matrix is irreducible since the graph is connected, which implies that the invariant measure $\pi$ is unique. Denote the Markov chain with this transition matrix by $\boldsymbol{X}=\{X(n): n \geq 0\}$.

In the applications considered in this section we redefine the matrix $\widehat{W}$ by,

$$
\begin{equation*}
\widehat{W}_{i j}(n)=r \mathbf{1}\{i=j\}+\mathbf{1}\{X(n)=i, X(n+1)=j\}, \quad 1 \leq i, j \leq I \tag{9}
\end{equation*}
$$

so that we obtain $\mathrm{E}[\widehat{W}(n)]=w^{(r)}$ for each $n$. A stochastic approximation algorithm is obtained by applying (2) using this matrix sequence.

If the second eigenvalue of $P$ is close to unity then the mixing rate of the Markov chain $\boldsymbol{X}$ will be slow, and this may adversely affect the convergence rate of (2) (see [9], [18, Ch. 20], and the discussion in Section 4.) In this case the following variant can be used, known as split sampling [1]. Let $\boldsymbol{X}^{1}$ denote an i.i.d. sequence with marginal $\pi$. Construct a second stochastic process as follows: For each $n=1,2, \ldots$ the random variable $X^{2}(n)$ is chosen in two stages. First, the value $j=X^{1}(n-1)$ is observed. Next, the value of $X^{2}(n)$ is chosen according to the distribution $P(j, \cdot)$, independent of $\left\{X^{1}(r), X^{2}(k): r \in \mathbb{Z}_{+}, k \leq n-1\right\}$. Based on this pair of stochastic processes, the algorithm is then defined by (2) using
$\widehat{W}_{i j}(n)=r \mathbf{1}\{i=j\}+\mathbf{1}\left\{X^{1}(n)=i, X^{2}(n+1)=j\right\}$,
Analogs of Proposition 2.1 can be formulated for each of these algorithms. Once again we can establish global consistency only for a perturbed algorithm, as in (7).

## 4. SPECTRAL DECOMPOSITION OF A MARKOV CHAIN

It is known that the rate of convergence to equilibrium for a finite state-space Markov chain is determined by the
second largest eigenvalue of its transition matrix. Based on this observation, there is a large and growing literature on rates of convergence of Markov chains based on spectral theory and related methods.

For a reversible chain with finite state-space each of the eigenvalues is real. Diaconis and Stroock in [9] obtain bounds on the second largest eigenvalue in this setting. A striking conclusion is the following explicit bound on the rate of convergence, as defined by the total-variation norm distance:

$$
\begin{equation*}
\left\|P^{n}(x, \cdot)-\pi\right\| \leq \sqrt{\frac{1-\pi(x)}{\pi(x)}} \lambda_{*}^{n} \tag{11}
\end{equation*}
$$

where $\lambda_{*}$ is the magnitude of the second largest eigenvalue, $\lambda_{*}^{2}=\max \left\{\lambda^{2}: \lambda \neq 1\right\}$, and $\|\cdot\|$ denotes the total-variation norm. Bounds on the rate of convergence for chains that are not necessarily reversible are obtained in [11], again in the finite state-space case. The bounds are based on spectral theory, but the spectrum of the symmetrized kernel $P \widetilde{P}$ is considered, where $\widetilde{P}$ is the transition kernel for the timereversed chain.

Just as eigenvectors are used for clustering in graph models, the use of eigenvectors or eigenfunctions (in general state space models) can be used to decompose a Markov model. This is a component of the classical Wentzell-Freidlin theory for model reduction. Much of this work concerns Markov processes that are reversible $[22,8,4,12,5,6]$. Extensions to non-reversible processes appeared for the first time in [13]. The foundation of this paper is the theory of quasistationarity, building on the work of [10].

In this section we restrict to the simpler reversible setting. Our goal is to obtain a variant of the stochastic approximation algorithm that will provide estimates of the spectrum of $P$ rather than a symmetric matrix $w$.

Our starting point is a finite state space Markov chain $\boldsymbol{X}$ $N, n$ the state space $\{1, \ldots, N\}$ with transition matrix $P$, and invariant measure $\pi$. It is assumed that $\boldsymbol{X}$ is irreducible and reversible. We write $\Pi=\operatorname{diag}(\pi)$ and $w:=\Pi P$. Recall that reversibility implies that $w$ is symmetric:

$$
\begin{equation*}
w=\Pi P=P^{\mathrm{T}} \Pi=w^{\mathrm{T}} \tag{12}
\end{equation*}
$$

Consider the matrix defined by the transformation,

$$
\begin{equation*}
w^{\circ}=\Pi^{-\frac{1}{2}} w \Pi^{-\frac{1}{2}}=\Pi^{\frac{1}{2}} P \Pi^{-\frac{1}{2}} \tag{13}
\end{equation*}
$$

This matrix remains symmetric. Suppose that $v^{\circ}$ is an eigenvector,

$$
w^{\circ} v^{\circ}=\lambda v^{\circ}
$$

Then by definition the vector $v=\Pi^{-\frac{1}{2}} v^{\circ}$ is an eigenvector of $P$.

The Oja o.d.e. to compute the spectrum of $w^{\circ}$ is given by,

$$
\frac{d}{d t} m(t)=\Pi^{\frac{1}{2}} P \Pi^{-\frac{1}{2}} m(t)-m(t) m^{T}(t) \Pi^{\frac{1}{2}} P \Pi^{-\frac{1}{2}} m(t)
$$

$\leq i, j \leq \frac{T h}{}$ is is not attractive from the point of view of stochastic approximation. Letting $g=\Pi^{-\frac{1}{2}} m$ we eliminate the squareroot in the o.d.e.,

$$
\begin{equation*}
\frac{d}{d t} g(t)=\left[I-g(t) g^{T}(t) \Pi\right] P g(t) \tag{14}
\end{equation*}
$$

This is very similar to the original Oja o.d.e. using the matrix $P$. The point of all this is that this construction implies that $g(t)$ converges to the maximal eigenspace of $P$ even though $P$ is not symmetric.

To ensure convergence of the o.d.e. (1) or its stochastic approximation counterparts we must also assume that $w^{\circ}$ is
positive definite. In this setting we are interested in calculating the eigenvalues that are maximal in modulus, so that adding the matrix $r I$ will not solve the problem of interest. Instead, we work with the two-step transition matrix $P^{2}$. Its eigenvalues are the square of those of $P$, so that they are non-negative. We can then replace $P$ with the the transition matrix $P_{\varepsilon}:=\varepsilon I+(1-\varepsilon) P^{2}$ where $\varepsilon \in(0,1)$ is arbitrary. This matrix has strictly positive eigenvalues, which implies that $w^{\circ}$ is positive definite. To simplify notation we assume that $P$ has been transformed in this way so that it is positive.

A discrete-time implementation of (14) is given by,

$$
\begin{equation*}
G(n+1)=G(n)+a(n)\left[I-G(n) G(n)^{\mathrm{T}} \Pi\right] P G(n) \tag{15}
\end{equation*}
$$

where $\boldsymbol{a}$ is redefined by,

$$
\begin{equation*}
a(n)=b(n)\left(1+\operatorname{trace}\left(G(n) G(n)^{\mathrm{T}}\right)\right)^{-1} . \tag{16}
\end{equation*}
$$

A stochastic approximation algorithm is obtained once more by mimicking the deterministic recursion. One algorithm is expressed in matrix form by,

$$
\begin{equation*}
G(n+1)-G(n)=a(n)\left[I-G(n) G(n)^{\mathrm{T}} \hat{\Pi}(n)\right] \widehat{P}(n) G(n) \tag{17}
\end{equation*}
$$

based on the following definitions: $\hat{\pi}(n)$ is the empirical distribution of $\boldsymbol{X}$ based on the first $n$ samples, $\hat{\Pi}(n)=$ $\operatorname{diag}(\hat{\pi}(n))$, and $[\widehat{P}(n)]_{i j}=[\widehat{W}(n)]_{i j} /[\hat{\pi}(n)]_{i}$, with $[\widehat{W}(n)]_{i j}=$ $\mathbf{1}(X(n)=i, X(n+1)=j)$.

To obtain a version of the split sampling algorithm we recall the notation introduced in Section 2: $\boldsymbol{X}^{1}$ is i.i.d. with marginal $\pi$, and $\boldsymbol{X}^{2}$ is constructed based on the transition matrix $P$. We then apply the recursion (17) in which the random quantities are redefined by $[\widehat{W}(n)]_{i j}=\mathbf{1}\left(X^{1}(n)=\right.$ $i, X^{2}(n+1)=j$ ), and $\hat{\pi}(n)$ is the true marginal $\pi$. There is no need to estimate the marginal since it is required in the construction of $\boldsymbol{X}^{1}$.

In experiments it is found that the multidimensional algorithm in which $N_{m} \geq 2$ is slow. To compute the second eigenvector an alternative algorithm is given as follows: The $N$-dimensional vector sequence $\boldsymbol{G}$ is constructed recursively, $G(n+1)-G(n)=a(n)\left[I-G(n) G(n)^{\mathrm{T}} \hat{\Pi}(n)\right](\widehat{P}(n)-\varrho 1 \otimes \hat{\pi}(n)) G(n)$
where $\varrho \in(0,1)$ is chosen near unity, and we adopt the same conventions as above in the i.i.d. or Markovian versions. The associated o.d.e. is given by

$$
\begin{equation*}
\frac{d}{d t} g(t)=\left[I-g(t) g^{T}(t) \Pi\right](P-\varrho 1 \otimes \pi) g(t) \tag{19}
\end{equation*}
$$

which is a transformation of the o.d.e. (1) using the positivedefinite matrix

$$
w^{\circ}=\Pi^{-\frac{1}{2}}(w-\varrho \pi \otimes \pi) \Pi^{-\frac{1}{2}}=\Pi^{\frac{1}{2}}(P-\varrho 1 \otimes \pi) \Pi^{-\frac{1}{2}}
$$

Once again, analogs of Proposition 2.1 can be formulated for each of these algorithms, subject to the same caveats stated at the end of section 3 .

## 5. EXAMPLES

In most of the applications envisioned we are primarily interested in the sign structure of eigenvectors rather than their values. In such cases we judge the value of an estimate $\hat{v}$ of an eigenvector $v$ by the error criterion,

$$
\begin{equation*}
\mathcal{E}(\hat{v})=\min \|\operatorname{sign}(v)-\operatorname{sign}(r \hat{v})\|_{1} \tag{20}
\end{equation*}
$$

where the sign is computed pointwise, $\|\cdot\|_{1}$ denotes the $\ell_{1}$ norm, and the minimum is over $r= \pm 1$.

We did not introduce the noise term $\boldsymbol{\xi}$ in any of our experiments. We found that the algorithms were globally convergent without this modification.

In our first set of examples we apply Oja's subspace algorithm for network decomposition.

### 5.1 Spectral graph clustering

Figure 1 shows the two graphs used in experiments using the deterministic algorithm, and its stochastic counterpart based on i.i.d. observations. The weighting matrix was chosen to coincide with the adjacency matrix, so that each weight was either one or zero.


Figure 1: The two networks considered in experiments.

Figure 2 shows results from several experiments using the normalized deterministic algorithm (3) and its stochastic approximation counterpart (2). These plots illustrate the transient behavior of the algorithm for each of the two graphs. In each plot, the vertical axis shows the error $\mathcal{E}(\hat{v}(n))$ for $n=0,2, \ldots$, where $\hat{v}$ is the estimate of the second eigenvector of $w$ obtained from $m(n)$ defined by (3) (red dashed line), and $M(n)$ defined in (2) (blue solid). In these experiments the algorithm was run using $N_{m}=2$. In each case the algorithm was run for 100,000 iterations. For $N=20$ the initial 10,000 samples are shown together with the eigenvector approximation obtained after this many samples. Two sets of plots are shown for $N=50$. These results are based on the initial 10,000 iterations, and also the final results after 100,000 iterations.


Figure 2: Computation of the first spectral cut for the two networks shown in Figure 1.

For either graph, the sign structure of the eigenvector is identified after approximately 3,000 iterations in the stochastic approximation algorithm. Convergence of the sign structure for the deterministic algorithm was nearly instantaneous.

Note that the slower rate of convergence in the stochastic


Figure 3: Computation of the first and spectral cut for the 20 and the 50 -node network after 10,000 samples. The rate of convergence is slowed significantly when $N_{m}$ is increased from 2 to 3 .
algorithm is misleading since the required computation in each iteration is much smaller in the stochastic algorithm.

Convergence slowed considerably when $N_{m}$ was increased. Figure 3 shows a comparison of the algorithm using $N_{m}=2$ and $N_{m}=3$. The convergence rate might be improved by first applying the algorithm with $N_{m}=2$ to find the second eigenvector $v^{2}$, normalized so that its $L_{2}$-norm is unity. Replacing $w$ by $w^{\prime}=w-\lambda_{2} v^{2} v^{2 T}$, the algorithm can be re-run with $N_{p}=2$ to compute $v^{3}$.

The next examples illustrate computation of the spectrum of a Markov transition matrix.

### 5.2 Markovian spectral clustering

To compute eigenvectors of the transition matrix we applied three approaches, each based on the recursion (18):
(i) The deterministic algorithm in which $\hat{\Pi}(n) \equiv \Pi$, $\widehat{P}(n) \equiv P$, and $\hat{\pi}(n) \equiv \pi$
(ii) The Markovian algorithm.
(iii) The i.i.d. algorithm.

In each case the gain sequence was taken of the form (5) in which $b(n)=(1+n)^{-1}$ for $n \geq 0$.

In experiments we found that the split sampling approach converges much more quickly than the Markovian approach. Note however that the Markovian algorithm can be run using observations of the queue process $\boldsymbol{X}$, without knowledge of the model.

### 5.2.1 Queueing model

Following uniformization, the $\mathrm{M} / \mathrm{M} / 1 / \mathrm{b}$ model is a doubly reflected random walk,

$$
\begin{equation*}
Q(t+1)=[Q(t)+\Delta(t+1)]_{0, b} \tag{21}
\end{equation*}
$$

where $[x]_{0, b}=\min (\max (x, 0), b)$ is a projection onto the interval $[0, b]$, and $\boldsymbol{\Delta}$ is an i.i.d. process. Letting $\alpha$ denote the arrival rate, and $\mu$ the service rate, scaled so that $\alpha+\mu=1$, the marginal distribution of $\boldsymbol{\Delta}$ is given by,

$$
\mathrm{P}\{\Delta(t)=1\}=\alpha, \quad \mathrm{P}\{\Delta(t)=-1\}=\mu
$$

Hence its Markov transition matrix is given by,

$$
\begin{equation*}
P(x, \min (x+1, b))=\alpha, \quad P(x, \max (x-1,0))=\mu, \quad x \in \mathrm{X} \tag{22}
\end{equation*}
$$

To ensure that the matrix (13) is positive semi-definite we chose the Markov chain to be sampled at even integer values $X(k)=Q(2 k), k \geq 0$, in the stochastic approximation algorithm (18) based on Markovian observations. In the split sampling algorithm, the i.i.d. process $\boldsymbol{X}^{1}$ was constructed with geometric marginal distribution on $\mathbf{X}$. For $n=1,2, \ldots$ the random variable $X^{2}(n)$ was chosen based on $X^{1}(n-1)$ using $P^{2}$, with $P$ defined in (22).


Figure 4: Error trajectories defined by (20) and the final second eigenvalue estimates using the i.i.d and deterministic algorithms for the $M / M / 1 / 20$ queue.


Figure 5: Error trajectories defined by (20) and the final second eigenvalue estimates using the Markovian and deterministic algorithms. After 500,000 steps the Markovian algorithm provides a good approximation of the sign structure of the second eigenvector, but the absolute error remains high.

### 5.2.2 Statistical mechanics model

A running example in [13] is the Smoluchowski equation, defined by the Itô equation,

$$
d X(t)=\nabla U(X(t)) d t+\sigma d N(t)
$$

where $\boldsymbol{N}$ is standard Brownian motion on $\mathbb{R}$, and the function $U: \mathbb{R} \rightarrow \mathbb{R}$ is the polynomial,

$$
U(x)=\frac{1}{200}\left(\frac{1}{2} x^{6}-15 x^{4}+119 x^{2}+28 x+50\right)
$$

Eigenfunctions of this diffusion were used to construct metastable subsets of $\mathbb{R}$.

Here we consider a related discrete-time Markov chain, and compute the spectrum of the transition matrix using the algorithms introduced in Section 4.

The Markov chain is constructed by restricting to a finite subset of $\mathbb{R}$ : $x$ restricted to $N$ equally spaced values between -5 and 5 , denoted $\mathrm{X}=\{-5,-5+\delta,-5+2 \delta, \ldots, 5-\delta, 5\}$ where $\delta=10 /(N-1)$. We fix a scalar $T_{e}>0$ called the


Figure 6: Plot of $\pi$ for $N=41$ and $T_{e}=0.1,0.2$ and 1. Also shown is a plot of the normalized potential function $U / 10$.
temperature, and define a bivariate distribution $w$ on $\mathrm{X} \times \mathrm{X}$ as follows:

$$
w(x, y)=\frac{1}{\zeta} \exp \left(-\left(\max (U(x), U(y)) / T_{e}\right)\right)
$$

where $\zeta$ is the normalizing factor, $\zeta:=\sum_{x^{\prime}, y^{\prime}} \exp \left(-\left(\max \left(U\left(x^{\prime}\right), U\left(y^{\prime}[)^{\prime}\right]\right)\right.\right.$ As in the general construction described in Section 2, we define $\pi(x)=\sum_{y} w(x, y), x \in \mathrm{X}$, and a transition matrix is defined by $P(x, y)=w(x, y) / \pi(x), x, y \in \mathrm{X}$. The discretized Smoluchowski equation is then defined as the Markov chain with transition matrix,

$$
P(x, y)=\frac{1}{\alpha(x)} \exp \left(-\left(\max (U(y)-U(x), 0) / T_{e}\right)\right)
$$

with $\alpha(x):=\sum_{y^{\prime}} \exp \left(-\left(\max \left(U\left(y^{\prime}\right)-U(x), 0\right) / T_{e}\right)\right)$.


Figure 7: Results for the discretized Smoluchowski equation based on the potential (6) using $T_{e}=1$. Shown on the right is a plot of the second eigenvector for $P$ and the approximation obtained from 5,000 iterations of the deterministic and split sampling algorithms. Shown on the left is the error process (20).

Shown on the right in Figure 7 is the resulting eigenfunction approximation after 5,000 iterations using the deterministic and split sampling algorithms. Shown on the left is the error process (20) using this algorithm. Convergence of the SA algorithm is slow, but note that a time horizon of 5,000 steps is very short. In this model, convergence to within $1 \%$ occurred after approximately 100,000 iterations.

## 6. CONCLUSIONS

We have introduced several stochastic-approximation variants of OjaÕs subspace algorithm for principal component analysis, Markov spectral theory, and spectral graph clustering. Convergence of these algorithms has been established through recent stochastic approximation techniques combined with stability theory from [7] that establishes convergence of the associated o.d.e..

Questions in current research include extensions to Markov chains that are not reversible, and variance reduction techniques for these algorithms.
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