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ABSTRACT

This article adresses the topological design problem of access
networks. The topology of such networks is often designed
assuming capacity-independent costs for the links and ne-
glecting other equipment costs. However, with the massive
deployment of optical fiber in all western countries, the cost
of leasing transmission lines becomes cheaper and cheaper,
and equipment costs are now a significant fraction of the to-
tal cost when designing a network. The main contribution of
this paper is to integrate the cost of the equipements in the
topological design of access networks. An exact algorithm
and two heuristics are proposed to solve this problem.

1. INTRODUCTION
In a world where information technology (IT) is becoming

pervasive, communication networks appear more and more
as strategic resources. Near-optimal design of these net-
works is a critical issue since network design greatly affects
the long-term network performances and it determines most
of the investment cost. Since this investment cost is typi-
cally huge and since the return on investement cannot be
expected before years, it is crucial to ensure that it is prop-
erly minimized.

Network operators as well as many governemental organi-
sations operating in strategic areas (e.g. defense, air control,
energy, etc.) have always been aware of the critical impor-
tance of efficient network design approaches. Disappointed
by the lack of quality and flexbility of the VPN (Virtual Pri-
vate Network) services offered by network operators, many
large companies are now changing their strategy with re-
spect to the governance of their IT infrastructure. The IT
department of these companies are now investigating the
opportunity to acquire their own communication infrastruc-
ture as well as the skills to design an optimized network
architecture.

Therefore there is a renewed interest in efficient network
design methods. The design of a WAN usually follows a
(suboptimal) decomposition approach [1]. The first phase
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concerns the topological design of the access and backbone
networks, i.e. the decisions where to install network equip-
ments (nodes and links) in order to interconnect several sites
distributed over a wide area. It is followed by the capacity-
planning of the network architecture, i.e., the dimensionning
of the communication links connecting the different sites and
the equipment (routers, line cards) to be settled in these
sites. Finally, the last phase deals with the definition of a
routing strategy in the backbone network.

The rationale for the separation between topological de-
sign and equipement dimensionning is that the former incurs
capacity-independent “fixed” costs which are several orders
of magnitude larger than the equipment costs. These“ fixed”
costs typicaly represent the costs of digging trenches for opti-
cal fibers, site opening costs, or even equipment installation
and configuration costs. As a consequence, it is frequently
assumed that link costs are independent of the type of com-
munication line that will effectively be installed and that
other equipment costs (routers, communication cards) can
be neglected in this first design phase.

This article adresses the topological design problem of ac-
cess networks (for the backbone network design problem,
refer to [5, 6, 7, 8]). Previous works on this problem include
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2, 4]. These works
propose different approximate algorithms for the topological
design of local and large-scale access networks. They con-
sider different parameters and restrictions, including spe-
cific access network topologies (e.g. star, tree or rings)
or a limit on the number of concentrators to be placed.
Most of these works assume capacity-independent link costs,
but some others assume modular link capacities and use
capacity-dependent link costs. The optimization methods
used in these works include Lagrangian relaxation with sub-
gradient optimization [18], Simulated Annealing [17], Lin-
ear Programming Relaxation [10], Greedy Heuristics [16],
Branch-and-Bound with Benders decomposition [19, 3], Neu-
ral Networks [9], Tabu Search [15] and Greedy Randomized
Adaptive Search heuristics [4].

However, none of these previous works has considered the
cost of the equipments (routers and line cards) to be settled
in the selected access sites. In our opinion, this is a major
issue. Indeed, with the massive deployment of optical fiber
in all western countries, the cost of leasing transmission lines
becomes cheaper and cheaper, and costs of routers and line
cards are now a significant fraction of the total cost when
designing a network. Therefore, there is an increasing need
for an integrated approach of network design problems tak-
ing into account equipment costs in the early stages of the
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design process.
The main contribution of this paper is to integrate the

cost of the equipements (link, line cards and routers) in
the topological design of access networks. We first solve
a dimensionning problem, where the equipment cost is com-
puted for each possible equipment configuration of an ac-
cess site. The solution of the dimensionning problem is then
used to solve the access network topology problem, where
we have to assign each terminal node to an access site. Sev-
eral optimization algorithms are proposed. The first one is
a Branch-and-Cut algorithm that can be used to obtain the
optimal solution of small to medium access network design
problems. The second one is an efficient heuristic combining
a clustering algorithm and a local search algorithm. Results
show that it often provides near-optimal solutions in very
low computing times. Finally, the last algorithm is a tradeoff
between the two previous ones based on the idea of limited
discrepancy search: it can be used to improve the solutions
provided by the clustering heuristic in limited computing
times.

The paper is organized as follows. Section 2 states the
problem. Section 3 is devoted to the dimensionning problem.
Section 4 describes the Branch-and-Cut algorithm allowing
to solve the problem to optimality, while sections 5 and 6
describe the approximation algorithms. Section 7 present
the results of these algorithms on several problem instances.
Finally, some conclusions are drawn in section 8.

2. PROBLEM STATEMENT
The problem can be stated as follows. We are given N

terminal nodes to be connected by means of communication
links to routers located in K possible access sites. The prob-
lem is to determine the sites to be opened, the equipments
to be installed in each of the opened site and the terminal
nodes connected to each site so that the total network cost
is minimized.

2.1 Notations
Let I be the number of link/port types and let rt be the

bandwidth of the link/port type t = 1, . . . , I. It is assumed
that the traffic demand of each terminal node i = 1, . . . , N ,
can be determined from the analysis of the traffic matrix
and thus that a single link/port type can be assigned to
each terminal node. In the following, Φt will denote the set
of terminal nodes that have to be connected to the network
using a link of type t = 1, . . . , I.

A link of type t = 1, . . . , I needs to be connected to an
interface card. Let pt be the number of available ports on a
line card of type t = 1, . . . , I, and let φt be the cost of such
a line card (including installation cost).

It is assumed that the routers to be installed in an opened
site belong to a set of R router types. For router model
r = 1, . . . , R, let

• sr be the number of available slots where line cards
can be plugged.

• T r be the maximum throughput of the router forward-
ing engine,

• ψr be the cost of such a router (including installation
cost).

A salient feature of the proposed model is that, on the
contrary to most previous works, the number of routers per
opened site is not limited to one.

2.2 Feasible solutions
For each terminal node i = 1, . . . , N and each access site

j = 1, . . . , K, let us define the following 0-1 decision variable,

xi,j =



1 if terminal node i is assigned to site j
0 otherwise

A feasible assignment of terminal nodes to sites is a vector
x = [xi,j ] such that,

X

j

xi,j = 1 i = 1 . . . N

xi,j ∈ {0, 1} i = 1, . . . , N, j = 1, . . . , K

Let X be the set of all feasible solutions. Given a solution
x ∈ X, let a(x, i) denotes the access site assigned to terminal
node i, i.e.,

a(x, i) =
K
X

j=1

j xi,j

2.3 Objective Function
The cost of a solution x ∈ X is the sum of link costs, site

opening costs and equipment costs.

2.3.1 Link costs

Let ci,j be the link cost (including the installation cost)
of connecting the user i to site j. Therefore, the global link
cost of solution x ∈ X is given by,

N
X

i=1

K
X

j=1

xi,j ci,j

Although no specific assumption on link costs is done in
the following, these costs are typicaly capacity-dependent
costs and are non-decreasing functions of the euclidean dis-
tance between the terminal node and the site. These costs
are typically piecewise linear in the length and piecewise lin-
ear in the capacity and correspond, e.g., to a tariff system
used by a provider of leased lines.

Note also that, as link costs are charged, e.g., on a monthly
basis, whereas equipments have to be payed for once, we
need an amortization period to make these two types of costs
comparable.

2.3.2 Site opening costs

If at least one terminal node is assigned to site j, then an
opening cost Lj is incurred. For each x ∈ X and each site
j, let us define the following function,

uj(x) =



1 if
PN

i=1 xi,j ≥ 1
0 otherwise

The function uj(x) indicates whether the site j has to be
opened or not in the solution x. The site opening cost of
solution x can then be stated as follows,
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K
X

j=1

uj(x)Lj

2.3.3 Equipment costs

Moreover, if site j is opened, equipments (routers and line
cards) need to be settled for this site. The key observation
here is that the minimum cost of the equipments to be in-
stalled in a given site does not depend on the particular
assignment considered, but only on the number of line cards
of each type required to support users assigned to it.

Given a solution x ∈ X, let pt
j(x) denotes the minimum

number of cards of type t = 1, . . . , I required to support
terminal nodes connected to site j, i.e.,

pt
j(x) =

2

6

6

6

6

6

X

i∈Φt

xi,j

pt

3

7

7

7

7

7

where for any real-valued z, dze denotes the lowest integer
n such that z ≤ n.

Let µ∗(pj(x)) denotes the optimal equipment cost for
site j in the solution x ∈ X, where pj(x) is the vector
ˆ

p1
j (x), . . . , pI

j (x)
˜

. The global equipment cost is then given
by,

K
X

j=1

µ∗ (pj(x))

2.3.4 Objective function

Finally, the cost Γ(x) associated to a solution x ∈ X is
given by,

Γ(x) =
N
X

i=1

K
X

j=1

xi,j ci,j +
K
X

j=1

Ej(x)

where Ej(x) = uj(x)Lj + µ∗ (pj(x)) is the cost associ-
ated to site j in solution x ∈ X.

2.4 Mathematical model
The problem to be solved can be stated as follows

min
x∈X

Γ(x) =
N
X

i=1

K
X

j=1

xi,j ci,j +
K
X

j=1

Ej(x). (1)

Note that equipment cost and link cost depend on the
number of access sites used: if we use many access sites, we
will have to pay for many small equipments, which tend to
be more expensive than fewer larger ones (economy of scale);
so equipment cost will increase as the number of access sites
increases. On the other hand, with few access sites, we need
longer links to connect terminal nodes to access sites, lead-
ing to higher link cost. Obviously, there is a tradeoff and
we need to find the number of (and assignment of terminal
nodes to) access sites that minimizes total cost.

This problem can be formulated as a standard Integer
Programming (IP) problem. Since there is no need for the
designer to solve it on-line, one could argue that generic

IP-based algorithms can give the optimal solution. How-
ever, such an approach would lead to days or even weeks
of processing times before the optimal solution is obtained
for most problem instances of interest. This is simply unac-
ceptable for network designer. To reduce processing times,
the structure of the problem has to be exploited in order to
design algorithms specifically tailored for it.

Exact and heuristic algorithms to solve this problem will
be presented in section 4, 5 and 6. The following section is
devoted to the analysis of the function µ∗.

3. DIMENSIONNING PROBLEM

3.1 Card configurations
As stated above, the optimal cost of the equipments to be

settled at site j in solution x ∈ X is a function of pj(x).
The latter is a vector of the form s = (s1, . . . , sI) where st

is a number of type t line cards. In the following, such a
vector will be called a card configuration.

The maximum number of terminal nodes of type t =
1, . . . , I that can be assigned to a single site is |Φt|. There-
fore, the maximum number of cards of type t that needs to
be considered is ht = |Φt|/pt.

The set of all possible card configurations is thus given by,

Λ =

(

s =
I
X

t=1

st et | 0 ≤ st ≤ ht , t = 1, . . . , I

)

where et is the vector (0, . . . , 1, . . . , 0) with 1 in position
t and 0 elsewhere.

The total number of card configurations is H = |Λ| =
QI

t=1 (ht + 1). Note that Λ contains the null configuration
(0, . . . , 0) as well as the centralized configuration (h1, . . . , hI)
allowing to connect all terminal nodes to a single site.

The card configurations can be numbered from 0 to H −
1, where the index h(s) associated to configuration s =
(s1, . . . , sI) is given by,

h(s) = sI +

I−1
X

t=1

st

I
Y

u=t+1

(hu + 1) ∀s ∈ Λ

This numbering scheme is illustrated in table 1 in the
case I = 3 with h1 = h2 = h3 = 2. In the following,
s(h) will denote the configuration associated to index h =
0, . . . , H − 1.

Table 1: Example of configurations in the case I = 3
with h1 = h2 = h3 = 2.

Configuration Index
s of s

(0, 0, 2) 2
(0, 1, 0) 3
(0, 2, 0) 6
(0, 2, 2) 8
(1, 0, 0) 9
(2, 2, 2) 26

For each card configurations s, s′ ∈ Λ, we say that s ≤ s′

if and only if st ≤ s′t, t = 1, . . . , I.
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3.2 Configuration costs
In this section, our goal is to build the mapping µ∗ : Λ →

IR such that µ∗(s) is the minimum cost of the equipements
enabling to support the configuration s ∈ Λ. This optimal
cost has two components: the cost of the line cards and the
minimum cost of a set of routers accomodating the cards.
Since the cost of the cards is known in advance, µ∗(s) can
be written as follows,

µ∗(s) =
I
X

t=1

st φt + µ∗
r(s) ∀s ∈ Λ

where µ∗
r(s) denotes the cost of the set of routers associ-

ated to configuration s ∈ Λ.
Let Λj be the set of card configurations that can be acco-

modated by a single router of type j = 1, . . . , R,

Λj =

(

s ∈ Λ |
I
X

t=1

st ≤ sj and
I
X

t=1

st pt ≤ T j

)

Thanks to Bellman optimality principle [1], the optimal
cost of the set of routers associated to a card configuration
s ∈ Λ can be written as follows,

µ∗
r(s) = min

j=1,...,R

»

min
sj∈Λj ,sj≤s

(ψj + µ∗
r(s− sj))

–

This suggests that the function µ∗() : Λ → IR can be
computed using algorithm 1.

Algorithm 1 Algorithm to compute the optimal cost of
each configuration.

1: procedure configurationCost

2: for h = 0 . . . H − 1 do . compute sets Λj ,
j = 1, . . . , R

3: s = s(h)
4: for j = 1 . . . R do
5: if

PI

t=1 st ≤ sj and
PI

t=1 st pt ≤ T j then
6: Λj = Λj ∪ {s}
7: end if
8: end for
9: end for

10: µ∗
r(0) = 0 . compute optimal router costs µ∗

r(s),
s ∈ Λ

11: for h = 0 . . . H − 1 do
12: s = s(h), µ∗

r(s) = ∞
13: for s′ ∈ Λ, s′ 6= 0 and s′ ≤ s do
14: for j = 1, . . . , R do
15: if s′ ∈ Λj then
16: µ∗

r(s) = min (µ∗
r(s) , ψj + µ∗

r(s − s′))
17: end if
18: end for
19: end for
20: µ∗(s) = µ∗

r(s) +
PI

t=1 st φt

21: end for
22: end procedure

Table 2: Computing times to build the mapping µ∗ :
Λ → IR.

|Φ1| |Φ2| |Φ3| |Φ4| # configurations CPU time (s)

60 30 20 0 84 0.0008
60 30 40 0 140 0.002
60 60 40 0 245 0.005
120 60 40 0 455 0.014
60 30 20 16 252 0.005
60 30 40 16 420 0.011
60 60 40 16 735 0.035
120 60 40 16 1365 0.080
60 30 20 32 420 0.012
60 30 40 32 700 0.029
60 60 40 32 1225 0.067
120 60 40 32 2275 0.180

3.3 A simple example
In order to demonstrate the efficiency of the above algo-

rithm, let us consider the following very simple example. Let
us assume that there are 4 types of line cards available:

• Type 1: p1=10 ports, r1=2 Mbps, φ1= 3,000 e,

• Type 2: p2=10 ports, r2=10 Mbps, φ2= 10,000 e,

• Type 3: p3=10 ports, r3=100 Mbps, φ3= 80,000 e,

• Type 4: p3=8 ports, r3=256 Mbps, φ3= 100,000 e.

There are also 3 router models available:

• Model 1: s1=15 slots, T 1= 1 Gbps, ψ1=100,000 e,

• Model 2: s2=8 slots, T 1= 3 Gbps, ψ1=140,000 e,

• Model 3: s2=4 slots, T 1= 4 Gbps, ψ1=155,000 e.

We considered several scenarios with different values of the
number |Φi| of type i=1,2,3,4 terminals. Table 2 reports the
total number of configurations for each scenario as well as
the computing time to solve all the configurations for each
scenario. These results show clearly that the dimensionning
subproblem can be solved efficiently.

3.4 Extensions
For ease of presentation, we have assumed that each router

can accomodate any card model, provided its forwarding en-
gine has enough bandwidth. In practice, one has to deal with
compatibility constraints that do not allow to plug some line
cards on a router. These compatibility constraints can eas-
ily be integrated in our model by incorporating them in the
definition of the set Λj of card configurations that can be
accomodated by a router of type j: if line card t is not sup-
ported by this router model, then all card configurations s
such that st > 0 do not belong to Λj .

We have also assumed a one-to-one correspondance be-
tween link rates and line card rates. In practice, it often
happens that the same link rate is provided by several line
cards, with different numbers of ports and different costs.
Our model can be extended to handle this case by consider-
ing link configurations in addition to card configurations.
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4. EXACT ALGORITHM FOR THE ASSIGN-

MENT PROBLEM
Assuming that the mapping µ∗ has been computed, we

now consider the assignment problem 1. This problem can
be solved using the branch-and-cut algorithm 2 (note that
Ej(x) is used here to denote the cost of site j for any partial
solution x).

This recursive algorithm takes as input the current partial
solution x, the next terminal node i to be assigned, the cost
of the current partial solution and an upper bound ub on
the optimal cost. It performs a tree search using an upper
bound and a lower bound to prune the solution tree. The
upper bound is updated each time a complete solution with
a cost lower than the upper bound is found. A lower bound
on the optimal cost-to-go is generated in each node of the
tree. Moreover, a specific value-ordering method is used to
vist the more promising solutions first and thus to lower the
upper bound as fast as possible. Finally, distance cuts are
used in order to avoid the exploration of sub-trees containing
only non optimal solutions.

Algorithm 2 Branch-and-cut algorithm for assignment
problem

1: procedure BC(x, i, ub)
2: if i > N then . no terminal left
3: if Γ(x) < ub then
4: ub=Γ(x) and x∗ = x
5: end if
6: return 0
7: end if

8: bestCost=∞
9: for j ∈ Sites(x, i) do

10: Let x′i,j = 1 and x′n,k = xn,k k = 1 . . .K, n < i
11: costToGo = ci,j + Ej(x

′) − Ej(x)
12: lb = costToGo+lowerBound(x′);
13: if Γ(x)+lb < ub then
14: costToGo = costToGo + BC(x′,i+ 1, ub);
15: else
16: costToGo = lb;
17: end if
18: if costToGo < bestCost then
19: bestCost=costToGo
20: end if
21: end for
22: return bestCost
23: end procedure

In the following, we describe the details of this algorithm.

4.1 Initial upper bound
The branch-and-cut algorithm is started with an initial

value of the upper bound. It is of course very important
that the initial value be as tight as possible in order to prune
the search tree as much as possible. In our implementation,
we have used the cost returned by the heuristic described
in section 5. As it will be shown in section 7, this heuristic
often provides near-optimal solutions in very low computing
times.

As described in Algorithm 2, the upper bound is updated
each time an improving complete solution is discovered.

4.2 Lower bound
A lower bound on the optimal cost-to-go is generated in

each node of the search tree. Let us consider a partial solu-
tion x such that terminal nodes 1, . . . , i have already been
assigned. Let Subtree(x) be the set of complete solutions in
the subtree rooted at x, i.e.,

Subtree(x) =
˘

x′ ∈ X|a(x′, k) = a(x, k) k = 1, . . . , i
¯

.

A lower bound lb(x) on the optimal cost-to-go starting
from partial solution x is such that,

Γ(x′) ≥ Γ(x) + lb(x) x′ ∈ Subtree(x).

The cost of any solution x′ ∈ Subtree(x) can be written
as follows,

Γ(x′) = Γ(x) +
N
X

k=i+1

X

j

ck,jx
′
k,j

+
X

j

ˆ

uj(x
′) − uj(x)

˜

Lj

+
X

j

ˆ

µ∗
r(pj(x

′) − µ∗
r(pj(x)

˜

+
X

j

I
X

t=1

ˆ

pt
j(x

′) − pt
j(x)

˜

φt

Therefore, a lower bound can be obtained on a term-by-
term basis:

N
X

k=i+1

X

j

ck,jx
′
k,j ≥

N
X

k=i+1

min
j
ck,j

X

j

ˆ

uj(x
′) − uj(x)

˜

Lj ≥ 0

X

j

ˆ

µ∗
r(pj(x

′) − µ∗
r(pj(x)

˜

≥ 0

X

j

I
X

t=1

ˆ

pt
j(x

′) − pt
j(x)

˜

φt ≥
I
X

t=1

max

 

ht −
X

j

pt
j(x) , 0

!

φt

The last inequality is obtained by observing that,

X

j

pt
j(x

′) ≥ max

 

ht,
X

j

pt
j(x

′)

!

since the number of line cards of type t in solution x′ is
obviously greater than in partial solution x and it cannot
be lower than the number of line cards ht in a centralized
allocation.

It yields the following lower bound,

lb(x) =
N
X

k=i+1

min
j
ck,j +

I
X

t=1

max

 

ht −
X

j

pt
j(x) , 0

!

φt.

Note that this lower bound can be reached starting from
solution x, if, when assigning each remaining terminal to its
nearest site, the number of opened sites is not increased and
if no more line cards need to be plugged on already installed
routers.
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If Γ(x) + lb(x) is greater than the current upper bound,
then no improving solution is present in Subtree(x) and this
branch of the search tree need no be explored.

4.3 Candidate sites
We will use the following proposition.

Proposition 1. Let i and i′ 6= i be two terminal nodes
such that i, i′ ∈ Φt, t = 1, . . . , I. Let x ∈ X be a solution
such that i and i′ are assigned to access sites k′ and k 6= k′,
respectively. If,

ci′k + cik′ > cik + ci′k′

then, solution x is not optimal.

Proof
Let us consider a solution x such that a(x, i) = k′ and
a(x, i′) = k. Let x′ ∈ X be the solution obtained by swap-
ping the assignments of terminals i and i′ in such a way that
a(x′, i) = k and a(x′, i′) = k′. The assigment of the other
terminal nodes is not changed.

The assignments of terminals to access sites j 6= k, k′ has
not been changed, and therefore the equipment costs are
identical for these sites in solutions x and x′. Moreover,
since i, i′ ∈ Φt, swapping the assignment of terminal i and
i′ does not require a configuration change on sites k and k′.
Therefore,

X

j

Ej(x) =
X

j

Ej(x
′)

Beside,

N
X

u=1

X

j

xuj cuj = ci′k + cik′ +
X

u6=i,i′

X

j

xuj cuj

> cik + ci′k′ +
X

u6=i,i′

X

j

x′uj cuj

>
X

u

X

j

x′uj cuj

It yields Γ(x) > Γ(x′) ≥ Γ∗. Solution x is therefore not
optimal.

The previous proposition can be used to reduce the explo-
ration of the search tree. Let us consider a partial solution
x such that terminal nodes 1, . . . , i − 1 have already been
assigned. According to the previous proposition, the set of
access sites Sites(x, i) to which terminal node i ∈ Φt can be
assigned is the set of sites j such that,

∀i′ < i, i′ ∈ Φt, ci,j + ci′,a(x,i′) ≤ ci,a(x,i′) + ci′,j

4.4 Value ordering and variable ordering
Let us consider a partial solution x such that terminal

nodes 1, . . . , i − 1 have already been assigned. The set of
candidate sites to which terminal node i can be assigned is
restricted to Sites(x, i). The order in which the assignments
of terminal i to sites j ∈ Sites(x, i) are considered is impor-
tant since an efficient value-ordering scheme can enable to

improve the upper bound faster and thus to prune the search
tree much more.

A natural ordering scheme is to consider the sites j ∈
Sites(x, i) in order of increasing link costs ci,j . In the fol-
lowing, we assume that this value ordering scheme is used.

The order in which the assigments of terminal nodes to
access sites is performed is also important. In our imple-
mentation, we have chosen to consider the terminal nodes in
order of increasing bandwidth requirement, i.e. to consider
first the terminal nodes belonging to ΦI , then the terminal
nodes belonging to ΦI−1, etc.

5. CLUSTERING HEURISTIC FOR THE AS-

SIGNMENT PROBLEM
A standard approach to approximately solve problems

such as (1) is to use lagrangian relaxation and subgradi-
ent optimization (see chapter 5 of [1]). Unfortunately, such
algorithms performs badly for our problem due to a strong
duality gap. We propose in this section another optimiza-
tion approach combining a clustering algorithm and a local
search procedure.

Clustering algorithms have often been used for network
design problems because they capture the fundamental ge-
ographic nature of such problems. Indeed, terminal nodes
are often grouped into clusters and assigned to their nearest
access sites in order to minimize the distance cost.

The main ideas underlying the proposed heuristic are the
following:

• a problem instance can always be divided into two sep-
arate sub-problems by clustering terminal nodes and
access sites into two regions,

• if in a problem instance there is a single access site,
then there is a single feasible solution,

• merging the solutions of the problem for two separate
regions can be done efficiently.

The proposed heuristic is a recursive procedure (see al-
gorithm 3). This algorithm takes as inputs a subset T ⊆
{1, . . . , N} of terminal nodes and a subset S ⊆ {1, . . . , K}
of access sites, where the equalities hold for the first call to
this procedure. It computes the min-cost solution x for the
allocation of terminal nodes i ∈ T to access sites j ∈ S.

The first step of the algorithm is to compute the best

centralized allocation, i.e. the solution xcenter such that

a(xcenter, i) = j∗, i ∈ T , where

j∗ = argminj∈S

"

X

i∈T

ci,j + Lj

#

.

Note that all centralized allocations have the same equip-
ment cost and hence j∗ can be computed by considering only
distance costs and the site opening cost.

If there are more than one access site and more than one
terminal node, i.e. if a distributed allocation is achievable,
then the algorithm splits the set of nodes T ∪ S into two
separate regions. These regions are computed on the basis
of the node geographical locations using an efficient imple-
mentation of the k-Means clustering algorithm. Hereafter,
these two regions will be called the “left” region and the

“right” region. Let T left and Sleft (respectively T right and
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Sright) be the set of terminal nodes and access sites for the
“left” (respectively “right”) region.

The next step is to check if feasible allocations are acheiv-
able for the left and right regions. A feasible allocation is

achievable for the left region if T left 6= ∅ and Sleft 6= ∅.
Similar conditions are used to check the existence of a fea-
sible solution for the right region. If both regions admit a
feasible allocation, then the algorithm is recursivly called
on the left and right regions, resulting in two separate al-

locations: xleft for the left region and xright for the right
region.

Algorithm 3 Clustering heuristic for assignment problem

1: procedure SplitAndFusion(T, S, x)
2: j∗ = argminj∈S

ˆ
P

i∈T ci,j + Lj

˜

3: xcenter : a(xcenter, i) = j∗, ∀i ∈ T

4: xmerge = xcenter

5: if |S| > 1 and |T | > 1 then

6: (T left,Sleft, T right,Sright) = Kmean(T ∪ S,2);

7: if T left 6= ∅, Sleft 6= ∅, T right 6= ∅ and Sright 6=
∅ then

8: SplitAndFusion(T left,Sleft, xleft);

9: SplitAndFusion(T right,Sright, xright);

10: xmerge = xleft + xright

11: LocalSearch(xmerge);
12: end if
13: end if
14: if Γ(xcenter) ≤ Γ(xmerge) then

15: x = xcenter

16: else
17: x = xmerge

18: end if
19: end procedure

Let xmerge = xleft + xright be the solution vector ob-
tained by merging the two separate allocations:

a(xmerge, i) =

(

a(xleft, i) i ∈ T left

a(xright, i) i ∈ T right , i ∈ T

The solution xmerge is a feasible solution for the alloca-
tion of sites i ∈ T to sites j ∈ S. The next step is to optimize
this solution using a local search procedure.

Finally, the algorithm compares the cost of the best cen-

tralized allocation xcenter with the cost of the optimized
distributed allocation xmerge and returns the min-cost al-
location.

The local search procedure for the optimization of xmerge

is described in Algorithm 4. The neighborhood N (x) of a
solution x is defined as follows,

N (x) = N left(x) ∪N right(x),

where N left(x) is the set of solutions x′ such that it exists

a unique i ∈ T left such that a(x, i) ∈ Sleft and a(x′, i) ∈

Sright, while N right(x) is the set of solutions x′ such that

it exists a unique i ∈ T right such that a(x, i) ∈ Sright and

a(x′, i) ∈ Sleft.

In other words, a neighbor solution belonging to N left(x)
is obtained by re-assigning a terminal node allocated to an
access site in the left region to an access site in the right
region. On the contrary, a neighbor solution belonging to

N right(x) is obtained by re-assigning a terminal node allo-
cated to an access site in the right region to an access site
in the left region.

Algorithm 4 Local search optimization of distributed allo-
cation

1: procedure LocalSearch(x)
2: oldCost = ∞
3: while Γ(x) <oldCost do
4: oldCost = Γ(x)
5: x∗ = argmin

x
′∈N (x)Γ(x′)

6: if Γ(x∗) < Γ(x) then
7: x = x∗

8: end if
9: end while

10: end procedure

6. LDS HEURISTIC FOR THE ASSIGNMENT

PROBLEM
The concept of Limited Discrepancy Search (LDS) was

initially proposed by Harvey and Ginsberg for Constraint
Satisfaction Problem (CSP) [20]. In practice, many such
problems have spaces that are too large to search exhaus-
tively. However, the key observation made by Harvey and
Ginsberg is that one can often find solutions while search-
ing only a small fraction of the space by relying on carefully
tuned heuristics to guide the search toward regions of the
space that are likely to contain solutions.

Assume that we know an efficient heuristic to solve a CSP.
The heuristic will lead directly to a solution most of the
time, but it may also fails. The intuition behind LDS is
that, when the heuristic fails, the heuristic probably would
have lead to a solution if and only if it had not made one
or two “wrong” decisions that got it off track. The idea is
then to systematically follow the heuristic at all but a limited
number of decision points (which are called “discrepancies”).

The concept of LDS can easily be adapted to our problem.
Since we observe that the clustering heuristic often leads to
“good” solutions, it makes sense to expect that most of the
terminal assignments it performs are those that an optimal
solution would have chosen, except for a limited number of
wrong decisions.

Let x ∈ X be the solution obtained with the clustering
heuristic and x 6= x be another feasible solution. We define
the distance between x and x as follows,

d(x,x) =
1

2

N
X

i=1

K
X

j=1

|xij − xij |

In other words, d(x,x) = k if and only if there are k
terminal nodes that are not assigned to the same site in x
and x. For a given integer parameter β, let Xβ(x) be the
subset of solutions x ∈ X such that d(x,x) ≤ β.
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Table 3: Router models.
Router Model # Slots Throughput Cost (e)

A 12 384 Mbps 6,000
B 16 1 Gbps 15,000
C 8 10 Gbps 18,000

The proposed heuristic is described by algorithm 5. It
explores the region Xβ(x) of the solution space. The algo-
rithm is very similar to the branch-and-bound algorithm 2:
it performs a tree search using upper and lower bounds as
well as distance cuts to prune the solution tree. The main
difference is that a subtree is not explored if it is rooted at
a partial solution x such that d(x,x) > β

Algorithm 5 LDS heuristic for assignment problem

1: procedure LDS(x, i, ub)
2: if i > N then
3: if Γ(x) < ub then
4: ub=Γ(x) and x∗ = x
5: end if
6: return 0
7: end if

8: bestCost=∞
9: for j ∈ Sites(x, i) do

10: Let x′i,j = 1 and x′n,k = xn,k k = 1 . . .K, n < i
11: Let x′′ such that a(x′′, n) = a(x′, n) for n ≤ i

and a(x′′, n) = a(x, n) for n > i

12: if d(x
′′

,x) ≤ β then
13: costToGo = ci,j + Ej(x

′) − Ej(x)
14: lb = costToGo+lowerBound(x′);
15: if Γ(x)+lb < ub then
16: costToGo = costToGo + LDS(x′,i+1, ub);
17: else
18: costToGo = lb;
19: end if
20: if costToGo < bestCost then
21: bestCost=costToGo
22: end if
23: end if
24: end for
25: return bestCost
26: end procedure

7. RESULTS

7.1 Equipments
The results below have been produced using the router

models, line card models and link costs presented in Tables
3, 4 and 5. Note the economy of scale in favor of large
equipments.

In the following, the site opening cost is fixed to 15000 e,
and link costs are evaluated for a period of one year.

7.2 Scenarios
To assess the performances of the proposed algorithms, we

consider 10 scenarios. The main features of each scenario
are presented in table 6. This table gives the number N

Table 4: Line card models.
Line Card # Ports Throughput Cost (e)

Model (Mbps)

1 16 16 × 2 2,000
2 12 12 × 10 3,000
3 8 8 × 100 5,000
4 4 4 × 1000 8,000

Table 5: Link costs.
Capacity Cost/Km per year(e)

2 Mbps 275
10 Mbps 400
100 Mbps 575
1 Gbps 725

of terminal nodes, the number K of access sites, as well
as the number |Φt| of terminals per access rate t and the
resulting number of possible card configurations. Note that
in these scenarios, the number of card configurations are
quite modest. This is due to the fact that we have used line
cards with many ports. However, as seen in section 3.3, the
number of card configurations has a very limited impact on
computing times.

In order to precise the relative weights of link costs and
other equipment costs, table 7 gives the average cost per
link over a one year period when terminals are connected to
nearest access sites.

7.3 Results
We compare below the cost obtained with the exact Branch-

and-Cut algorithm (BC), with the clustering heuristic (CH)
and with the LDS heuristic (limited to 10 discrepancies)
with those obtained with the following heuristics:

• Nearest site assignment (NSA) of terminals,

• Minimum cost centralized assignment (MCCA) of ter-
minals,

• Assignment of terminal nodes obtained using the stan-
dard practice (SP) for access network design. The first
step is to compute the optimal access network topology

Table 6: Main features of the scenarios used to as-
sess the performances of the proposed algorithms.

Scenario N K H |Φ0| |Φ1| |Φ2| |Φ3|

1 8 5 8 1 2 5 0
2 16 5 16 1 6 5 4
3 11 6 2 11 0 0 0
4 13 6 16 1 3 5 4
5 18 8 16 2 7 6 3
6 14 9 2 14 0 0 0
7 28 10 36 3 13 7 5
8 25 11 24 4 8 10 3
9 28 13 36 3 13 7 5
10 40 8 24 0 0 22 18
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Table 7: Average costs per link when terminals are
assigned to nearest access sites.

Scenario Average Cost per link (e)

1 18,427
2 15,204
3 794
4 12,556
5 8,167
6 1,199
7 10,128
8 8,474
9 9.308
10 6,367

Table 8: Cost of optimal solutions and gap in % with
the costs obtained with the heuristic algorithms.

Scenario Optimal NSA MCCA SP CH LDS
Cost (e) (%) (%) (%) (%) (%)

1 262,968 7 14.7 7 5.7 0
2 400,221 9.25 9.8 4.4 6.3 0
3 41,223 200.2 0 0 0 0
4 306,900 17.4 11.6 2.3 0 0
5 317,090 26.1 34.1 0.25 10.7 0.25
6 73,465 173.3 3.25 0 0 0
7 564,956 21.5 34.9 7.4 0.06 0
8 461,453 25 33 3.8 9.5 1.6
9 559,881 33.9 36.1 8.4 0.97 0.4
10 596,921 10.2 70.4 5.0 0.8 0.4

taking into account capacity-dependent link costs and
site opening costs only, but not router and card costs
(they are set to 0). The next step is the dimension-
ning of the routers and line cards to be settled in the
opened access sites. At the end of this step, the global
cost of the access network can be computed taking into
account equipment costs.

Table 8 gives the optimal cost for each scenario and the
gap in percent with the costs obtained with the various
heuristic algorithms. It should be noted that the proposed
approach allows a significant reduction in cost by integrating
traffic demands in the access network design. Note also that
the clustering heuristic often provides a very good solution
(in 6 of the 10 scenarios), and that this solution is always
improved by the LDS heuristic to obtain a near-optimal de-
sign.

Table 9 show the computing times for scenarios 7, 8, 9
and 10 (for other scenarios, all algorithms complete within
1 second). It can be noted that, despite they diverge, the
computing times of the Branch-and-Cut algorithms are quite
reasonable even for problem instances of practical interest
(8 access sites and 40 terminal nodes in scenario 10). The
LDS heuristic allows to keep reasonable computing times,
while providing near-optimal solutions. However, for very
large problem instances (more than 100 terminal nodes),
network designers will probably have to resort to the clus-
tering heuristic or to the standard practice.

Table 9: Computing times.

Scenario BC SP CH LDS

7 1 min 40 s 0.71 s 0.52 s 48.7 s
8 7 min 25 s 1 min 5 s 0.62 s 6 min 18 s
9 53 min 43 s 35.5 s 0.57 s 15 min 9 s
10 74 min 28 s 34.5 s 0.56 s 15 min 21 s

8. CONCLUSION
Since equipment costs are now a significant fraction of the

total cost when designing a network, it can be expected that
important cost-savings can be achieved if equipment costs
are taken into account in the early stages of the design pro-
cess. The main contribution of this paper is to integrate the
cost of the equipements in the topological design of access
networks.

We have proposed a branch-and-cut algorithm that can be
used to obtain the optimal solution of small to medium prob-
lem instances. Two different heuristics have been proposed
for large problem instances. The clustering heuristic often
provides fairly good solutions in very low computing times.
The LDS heuristic can be used to improve the solutions ob-
tained with the clustering heuristic, and results show that
it provides near-optimal solutions with a significant reduc-
tion of computing times with respect to the branch-and-cut
algorithm. It should be noted that the Limited Discrepancy
Search could also be used to define the neighbourhood of a
solution. We are currently investigating tabu search algo-
rithms exploiting this neighbourhood structure.
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