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ABSTRACT
This paper deals with an extension to the hybrid simulation
paradigm, i.e. the combination of event-driven simulation
and analytical modelling, applied to packet telecommunica-
tion networks. In order to speed up the simulation only a
small part of all packets, the foreground traffic, is processed
in an event-driven way. On each arrival of a foreground
packet, the waiting time of the packet is sampled from the
virtual waiting time distribution function of the combined
foreground and background traffic. This distribution func-
tion is stochastically modelled by the exact large deviations
asymptotic of the virtual waiting time in a many sources
regime. This novel methodology is not only valid for wired
point-to-point queueing networks having a fixed transmis-
sion capacity, but it can also be applied to queueing net-
works for which the transmission capacity varies with the
traffic load of all the elements in the network. The results
obtained by the stochastic hybrid simulator are compared
to full-blown event-driven simulations. An important re-
duction in simulation run-time is gained without sacrificing
accuracy.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Modelling techniques;
G.3 [Probability and Statistics]: Queueing theory; I.6
[Simulation and Modelling]: Simulation Theory
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1. INTRODUCTION
Evaluating the performance characteristics of telecommu-

nication networks is a challenging task. Measurements of
relevant data on an actual running system are often impossi-
ble. Therefore, analytical models are proposed in literature.
However, even after simplifying assumptions and decompo-
sitions, the resulting analytical model is usually mathemat-
ically intractable. The only alternative for predicting the
performance of complex telecommunication networks is a
simulation.

A packet-switched communication device can be modelled
by a queueing model. In queueing theory, a queue consists
of a buffer, i.e. a waiting area, and a service zone. The
queue itself corresponds to a switching node or a router hav-
ing both a packet buffer and an associated outgoing inter-
face with a limited transmission capacity. A telecommuni-
cation network can be represented by interconnecting the
queues. An event simulator, generally speaking, mimics the
behaviour of the queueing network by tracing the packets
using events.

In a simulation experiment, samples of many thousands
of observations are often required to estimate some perfor-
mance measure with sufficient confidence. In view of com-
puter run-time, it is clearly important that one should at-
tempt to reduce the volume of sampling in order to reduce
the run-time of the simulation. Unfortunately, it has been a
common practice to apply simulation techniques uncritically
with little thought to the efficiency of simulation runs.

Two general ways of realizing a faster simulation are vari-
ance reduction and hybrid simulation. The former uses some
knowledge about the system to speed up the convergence of
the simulation result by reducing the number of events to be
simulated. The latter combines analytical solutions of the
simulation experiment with event-driven simulations having
a reduced number of events.

2. HYBRID MODELS
In [4] an overview is presented of hybrid simula-

tion/analytic models and modelling. Analytic models and
simulation models can be considered as two end-points of a
spectrum of possible mathematical models that can be used
in modelling. An analytical model is a set of equations that
can characterize a system or a problem entity. Its solution
procedure usually uses either an analytical equation or a
numerical algorithm that has been developed for the set of
equations to obtain the desired results. A simulation model



is a dynamic or an operating model of a system that mimics
the operating behaviour of the system or problem entity and
contains its functional relationships. Its solution procedure
consists of running a computerized model of the conceptual
model, the simulator, collecting data on its behaviour, and
analysing the data to obtain the desired results. It is desir-
able to combine analytic models and simulation models into
a hybrid model and to use this combined model if it is cost
efficient.

The application of hybrid models to simulate telecom-
munication queueing networks is a rather recent evolution.
Starting around 2000, several papers were published giving
different implementation of the hybrid simulation paradigm
for the simulation of queueing networks representing a point-
to-point packet switching network. Two general ways are
considered to split the model in an analytical part and a
simulation part.

The first splits physically the network in sub-networks de-
scribed by an analytical model, a fluid-flow approximation
of the traffic streams, and in sub-networks implemented by a
simulation model, a detailed packet-event simulator. A ma-
jor problem has to be solved: how can packets realistically
be generated from a fluid flow?

The second splits the traffic in two parts: the foreground
packets, directly related to the performance measures of in-
terest, and the background stream, having only an indirect
relation with the performance measures of interest. The
background traffic stream is in this case also a deterministic
fluid flow and the foreground traffic process is modelled by
an event-driven simulator. Two main problems have to be
tackled for this model: how is the synchronization done be-
tween the background fluid flow and the foreground packet
stream and how is the time-dependent behaviour of real traf-
fic traces mapped to changes in the variables of the analyt-
ical equations? The former problem is solved in several pa-
pers but the latter seems to be of no concern to the hybrid
modelling community.

3. NOVEL METHODOLOGY
The novel stochastic hybrid methodology is a model in

which the foreground packets are simulated in an event-
driven way. In this simulation scheme, first proposed in [1],
the splitting of the traffic into foreground and background
traffic is combined with the general idea of using a large
deviations technique to get insight in the rare events of in-
terest. The background fluid-flows are no longer described
by a set of differential equations but a stochastic model is
used.

At the queue level the impact of the stochastic fluid-flows
on the foreground packets is estimated by exploiting the
ASTA1 property ([3]). If the lack of bias assumption is re-
spected, the waiting time of a packet from a specific source

1The ASTA (Arrivals See Time Averages) property is closely
related to the well known PASTA property: Poisson Arrivals
See Time Averages. Due to the memoryless property of the
Poisson process the distribution of the number of packets in
the buffer is always equivalent to the long-run time average
distribution.

has the same distribution as the virtual waiting time of
the aggregation of all traffic streams at the queueing system:

FW (w)− FV (w) =
Cov

{
I{V≤w}, λ | I{V≤w}

}
E {λ} (1)

where λ is the arrival rate of foreground packets, FV (v) the
probability distribution of the virtual waiting time FW (w)
the probability distribution of the waiting time and I the
indicator function.

The packets of the foreground traffic are processed us-
ing an adapted discrete-event simulation kernel. Each ar-
rival event is delayed due to the buffer occupation by the
background traffic. The delay estimate is sampled from the
virtual waiting time probability distribution function of the
combined foreground and background traffic at the queueing
system.

The probability distribution function is modelled by a
large deviations approximation for which the number of
flows scales together with the transmission capacity and the
buffer size ([2]). In the many sources large deviations limit
a fluid-flow is characterized by its effective bandwidth which
does not depend on the specific queueing system or on the
other fluid-flows. The notion of effective bandwidth allows
a straightforward generalization to large queueing networks.

In order to validate the novel stochastic hybrid simula-
tion scheme, the results of the hybrid stochastic simulation
runs are compared with the results of full-blown event-driven
simulations for a large set of scenarios. The Kolmogorov-
Smirnov test shows that the waiting time distributions of the
foreground packets for the pure event-driven simulation do
not differ from the waiting time distribution for the stochas-
tic hybrid simulation scheme. The run time of the stochastic
hybrid simulation is significantly less than the run time of
the event-driven simulation depending on the proportion of
the events generated by the foreground traffic and the events
generated by the background traffic.
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