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ABSTRACT

We present aimulation framework based on a sgematic
view on Common Radio Resource Management (CRRM).
enables a cost-benefit investigation of different CR&dbrithms
and architectures Different senarios centralized as well as
decentralized onegan be clearlydefinedbasd onfive standard
components, naely the radio access stem the environment,
the user equipment, the CRRMformation manager, and the
CRRM decider. The costsnd time consumption of CRRM

It

operationsare taken into account via chargeable messages. The

clarity of the model enables afficient investigation of CRRM
algorithms based on optimization thepgametheory, physical
models and othermethods. The resulting fraework has been
implemented asa hybrid smulation model using OMNeT++. A
convenient and straightforwardtégration of different wireless
network technologies and user service demands is also supporte
modelsfor UMTS and GSI/EGFRS are alreadyintegrated. The
scope of the proposed framework is demonstrated the
evaluation of realisc scenarios

Categories and Subject Descriptors
C.4 PERFORMANCE OF SYSTEMS
C.2.1 Network Architecture and Design

General Terms
Algorithms, Management, Performance

Keywords
CRRM, JRRM, MxRRM, heterogeneougetworks, alway best
connected networks.

1. INTRODUCTION

Dueto the rapid development in the field of wireless network
technologies todayt is very common that different radio access
technologies(RAT) coexist at the same time and the same
location. Mobile devices are ofteable to make use of these
different RATs. Since one RAT @ile is not able to eet the
diverse QoS requirements of niebusers sealess intersgtem
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roaming will be animportant feature of future wireless networks.
Besides, mobile providers neetime to deploy their next
generation mobile networkdsRecent radts of several working
groups show that a capacigain ofthe combinedwirelesssys-
tems compared to dipunct ystems can be exploited [1-%nd
different approaches are suggestedthis purpose. In [4Fuzzy
Neural algorithms, in [7] force based algorithms and in [9]
algorithms based on cooperatigames are investigated. A
mixture of capacity @wfacestogether with afuzzy approachis
used in [3] In [5] and [6] Markov Chainsare usedto evaluate
CRRM scenarios. These papers modtigus on the possible
algorithns and capacitygains and neglethe expengsneededo
achievethis gain. The question vether the algorithms work best
in a centralized or decentralized CRRM envir@mnand their
sensitivity with respect to ageéhformation (e.g. reasurerant

dimes, old data in the database)also not investigated.Our

proposedframework enables cost-benefit anais of different
CRRM algorithms andarchitectures. Not onlgteady state results
but also the transient behavior dam evaluated. Different system
architectures canbe readily defined based on standard
components. We derived thesendard components based a
systematic view of CRRM therefore our model covensny
different possible applications of CRRM algorithms.

The outline of the paper is dsllows. In section two we
review properties of CRRM scenarios and derive a model
framework for the definition of scenarios for the evaluation of
CRRM algorithms. Section three describes the translation of this
model framework into ahybrid simulation model and section four
shows possible applications thfe developed simulator based
this nodel. Section five concludes the paper.

2. MODEL FRAMEWORK

2.1 Common properties of CRRM Scenarios
Here we give a brief summaof the ystematic view on the
logical structure of CRRM scenarios given in [1The logical
structureof all different radd access technologies (RAT) can be
described as follows: A userqeipment (UE) isin wireless
contactwith a radio accessystem (RAS which on itsside isin
contact with the core network (CN). Aadio acces network
(RAN) can consist ofeveralRAS. Each RAS has an autonomous
local radio resource anagenent (RRM) entity residing either
closeto the wireles trangeiver orpartly in the CN. The RAS can
be a satellite in case of a WGAA&Icell layr in case of a cellular
WWAN system like UMTS, or even a mgle cell in cas of a
WLAN system or other UE in case of ad-hoc networkke
Quality of Service (QoS) capabilities of the RAS have gom
impact on the offered Qo& the whole network. This is due to



the generallyunreliablewirelessconnection, which is improved
by diverse backward and forwhrerror correction techniques.
Each RAS uses different layl and 2 protocols (ISO/OSI model)

delays. All CRRM relevantinformation and commands are sent
by thiskind of connections. On the other side free connections are
used to transport sstem inheret information not related to

with uniqgue QoS-features depending on the used RAT. The coreCRRM activities. CRRM coponents are onlyable to use

network’smain tasks are authewttion, authorization, accounting
(AAA), gatewaysupport tootherneworks and QoS-brokerage. It
can be assumed thdte core network is capable to support the
QoS-features of the connected RASd®sign.

CRRM is acconplished by specialized entities which are in
contactwith local RRMs., The &t of re®urceswhich dall be
commonlymanaged define threbifferent CRRM levels. Level A
is the common management of iesources of different RAS of
oneRAT of one provider. LeveB is the common management of
the resources of different RAT of one provider. Level Ghis
common management of thesoaircesbelonging to several
providers. The CRRM entitiesay reside on theide of the net-
work or within the UE.

The CRRM can be seen as eontrol mechanism with a
closed-loop control. It contains four phases. The first phateeof
control loop is to measure teateof the network, the state of the
UE and the QoS offered for exisig <ervices There exis
different measuring points on thetwerk side (e.g. base station,
radio network controller, mobilswitching center) andn the side
of the UE according to the easured paragters. The second

phasedistributes collected information to the CRRM entities. In

the third phase the CRRM decision entitigsto find the optimal
solution under the given constraints. The solutiontbasccount
for the dyhamics of the system (e.g. Idslocking, low dropping,
and only few ping pong handovers ithe face of serviceand
mobility changes) and for offering sufficient QoS to atitive
servicesand for minimizing costas well. Manydifferent factors
can playa role in this decision [10, 12]fter evaluationof the
available information ®veral actionsare possible to meet the
defined goals of the CRRM. Té execution of these actions
definesthe fourth phase One of the most important options is to
handover the UE to another RASitérsystem handoverertical
handover). Other options are to adapt the offered §8rding
to each arvice’s QoSprofile or to change thRRM-propertiesof
the RAS (e.g. allocate additional frequertzands). The CRRM
decision entities need suitable protoc@sad communication
connections to initiate the execution of their coands. Inour
model framework we generallassumesuch protocols and
connectionsare alreadyvailable.

2.2 Scenario Model Framework

The proposed model framework coversvale variety of
different CRRM scenarios. Theam of the model is to represent
the fundamental structure of wiess sgtems of different RATS.
Additionally the model is also &bto associate costsath CRRM
operations. This enables us #ssessCRRM algorithms in
different scenarios not onllyy their ability to achievegood QoS

for services but alsby their expenses. The model components are

environnment (ENV), user equipnent (UE), radio accessystem
(RAS), CRRM information manager (CRRM-IM) and CRRM

chargeableconnections The layut of thes connectionsis
different for digributed, hierarchical or centralizeccenarios
Figure 1 shows a scheme of adissible component connections.

relevant for
CRRM
(variable connection)

relevant for
CRRM

system inherent

Figure 1. Model entitiesand their connectivity

Input and output paragters are defined fagachconponent.
The component environment (EN¥jodels the dgamicbehavior
of the systemregardingthe nobility of the UE. It provides the
following output parameters:

e current state of wbility for UE
e available cells and received signal quality

and it needs the following input parameters:

e Paraneters of UE (nobility parangter, connection
state, posible RAT)

e  Start/Sop UE neasirenents

e Paraneters of RAS (cell properties)

The conponent radio accesssgm (RAS) processdhle service
demands of the UENecessaryfunctions of theCN like AAA
controlor RRM control are also included in the RAS component.
Input parameters are:

e Connection attepts
e Begin/End of ON/OFF-phases
e QoS demands
e Position/speed, technical capabilities
and administrative conditions of user equipments
o Measirerent resits of UE
e CRRM Commands

The RAS component’s output is the following:

e Connection state
e Offered QoS
e Measirenments

decider (CRRM-D). These cquonents exchange messages over These componenmeasuements include status information of

free and chargeableonnectionsThe layut of thee connections
is basedon real world commnication paths depending on the

cells in a RAS (loadn cell, exhausted resources, cell properties)
or of user equipments and itsngees connectedo the RAS In

scenario. A message from a network side CRRM-IM needs to usethe caseof a user equipment firand second order measurements

a RAS connection to reach the UE qmnent.Eachtransportof a
messge over chargeable connectionsaugs cods and time
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are posible. Frst order neasirenmentsconprise all measirenents
which can be directlymeasired at the RAS for instance



connection state, offere@oS, fraction of load in cell. Second
order neasirerrents conprise dl information which has tde
measired elsewhere and are then transferred to the RAS
component, for exampleneasurements collexd by theUE or
ENV component.

The component user equipniefUE) models the techno-
logical capabilities (e.g. supported RAT) and thenalyics of
service demands of different Uffasses. This component sets up
the nobility paraneter of the UEas well. Connectionto RASs
are restricted to RASs with suppeat RAT. Input parameters are

e Received QoS

(e.g. delaydata rate, connection status)
e Cell measrenent resits of available RAS
¢ CRRM commands

The UE provides the following output parameters

e Connection required begend (which implies
Mobility parangters, QoS deands, technical
capabilities/ adfimistrative conditions)

e  ON/OFF-phases begin/end

e  start/fop Measirenents

e Measirenents

In this component first ordemeasurements are demanded/
received QoS user satisfaction, technical capabilities and ad-
ministrative conditions of UESecond order measements are
status information of available cells, e.g. signal quality

The CRRM components are defined according the
separation of information magament (CRRM-IM) andlecision
managemenfCRRM-D). The CRRMalgorithms are implemented
via these components in a distrigdthierarchical or centralized
way. The CRRM-IM component star&éd stops measurements of
system parangters (periodic or event triggered), it alsollects
andstoresthe results. The folleing input and output parameters
are provided:

Input parameters:
e Data requests of CRRM-D/IM
e CRRM parameters/model (e.g. thresholds)
e Data request response of UE or RAS or CRRM-IM

Output parameters:
e Data requests to UE or RAS or CRRM-IM
e  Start/Sop measiremrentsconmands
e Data request response to CRRM-D/IM

The CRRM-D component processésese collected information
and initiates the adaptation of the ssgm to meet the service
demand requirements (eigtersstem handover, QoS adaption,
RAS adaption). The following input and outppsirametersare
provided:

Input parameters:
e Data request response of CRRM-IM
e CRRM parameters/model (e.g. thresholds)
e CRRM commands of CRRM-D

Output parameters:
e Data requests to CRRM-IM
¢ CRRM commands to RAS or UE or CRRM-D
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Figure 2 shows how different CRRMvels may be realized with
the proposed model framework. Thelices i, j, k indicate that
several instances of these components are possible. The
components RAT, Provider and Roaming are onbked for
structuring the reallting architecture. Each RAT can contain
several RAS. Additionallyeach provider can supposeveral
RATSs and there are several providers possible.

Roaming

Providery
RAT;

CRRM-M; |- CRRMAM; [HH CRRMIM, [-H CRRM-IM |
1 1 1 1

CRRV-D; f=- CRRM-D; [ CRRMD; [ CRRMD |

Figure 2. Modeling of different CRRM levels

Omitting different CRRM components creates distributed,
hierarchical or centralize€CRRM architectures. For example
level B CRRM (see section 2) with a distributédcisionand
centralized inforration managenent can berealizedasshownin
figure 3. The figure shows a CRRM of GSM and UMTS
micro/macro cell layer. The CRRM-IM component collects
information of all RASs (micro/mcro-layer) and UEs(via RAS)
and provides them to the CRRM decision components. The
CRRM-D componentsre able to relaytheir commands to other
CRRM-D components.

Provider CRRM-IM

GSM / /

[ cRRMD [ cRRMD |41

\ \UMTS

M CRRM-D || CRRM-D |

Figure 3. Examplefor level BCRRM

3. SMULATION MODEL
3.1 General Concept

The simulatoris designed for the fast creation and evaluation
of different CRRM scenarios aralgorithms. This is to creai
tool for the quick assessment of new ideas for CRRM and
possible interdependencieShe proposed modeframework
(section 2.2) itself allows for a readilydefinition of different
scenarios. Since the modeling concept is baseda drybrid
approach [11]analytical nodels (for radio acceschnologies
and service dermands) and simlation nodels (for nobility /
service and information trafier dynamics) operateoncurrently
over time and do interact with each other. Analytical models
allow for an eag implementationof several different RAT and



service demand models, whereti®e simulation model part
enablesthe evaluation of time dependent behavior. Thibriay

modeling approach also allows fehort sinulation runtines even

for complex CRRM scenarios.

3.2 Implementation of Model Components

The model framework introduced in section 2.2 is
implemented by using the drete event simation system
OMNeT++. Each model componeENV, RAS, UE, CRRM-IM
and CRRM-D (Figure 1js repregnted by a simple module. The
components RAT, Provider and Roaming (Figure 2) are
represented via compoundnodules. CRRM scenarios are
specified bydefining layouts fothe modules awell as module
connections in NED (NetworResciption) files and bysetting up
the nodules paramters via XML files. Additionally pre-
analying of analytical modelsis an inportant isue, where
parameters supplied from XML filde a dwva-tool are evaluated.
This Java-tool shows the resulté the ugd analyical models
under the given scenario input parameters and allows for a
variation of these parametershus it is possible ta@heckthe
scenarioinput parameters and to analy aspects of the general
system behavior e.ghe maximum cell data rate or the IP-delay
for different load situations. T& allows a fa$ creation of
different CRRM scenarios.

3.2.1 Message Exchange

Information between model coponents is transferred via
OMNeT++ message exchange funas using an errocorrected
version of the cTopology class for routing purposes. Each
component registers itself abther components for receiving
messages of defined ssage types. The masages ae sent tothe
components either continuousty only if certain thresholds with
regect to load or tira have beemeachedThe message sending
can be delagd according to aclassfication of taks in low,
medium and high complexitydepending on the pe of the
message and the model companeCosts are alscadded
according to thisclasification. S§stem inherent information
transfer (see figure 1) is done via pointersmessagesvithout
costs.

3.2.2 Component ENV

For each networkype (WPAN, WLAN, WWAN, WGAN)
layers with different spatial g resolutions are definedlhe
WPAN layer hasa very fine resolution whereas the WGAN by
has a verycoarse one. Due to thigersatile partitioning the
simulation efficiencyis considerablyimproved. Themobility of
the UE isimplemented at the grid elemtlevel. The UE travels
from grid elenent to grid elerant and the caping time is
calculated fromits nobility paraneters and the elenent's
dimensions. The grid resolution éhosen related to the RAT of
the UE’s connectionEachgrid elenent carriesnformation on its
position, neighboring elements, related higher and loweerlay
elenents the receivable RASnd itsdiganceto the regective
RAS basestation as well as the quality level of the RAS. If a UE
connectedo a receivable RASentersor leavesa grid elerent a
cost free message is sent tstRAS. The RASnodelis updated
with each nessage. Fgure 4 sowsa model of overlaid network
type layers. The UE travels frofto start/targepointsandduring
this travel some position updateessages are generated. Each
layer is a modeled as a bordesktorus world, allowing for
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different mobility models, like randomwaypoint nobility as is
used in the following experiments.

position of UE current RAT of UE

)

"o

; update position message
B current grid element
@ start-/ target point

Figure 4. Model of grid layer environment for different RAT

UEschoose their targets and initial speeds according to a uniform
distribution. To avoid speed deyand long initialtransient
phases, sucessive speds within a UEs lifdime differ only
slightly. Since the lifetimes ofJEs are relativelyshort and long
term behavior is not relevattie resultsobtained fromthe Palm
calculus[13] are not applicable. Bnulation gudies (carried out

for validation purposes) showed uniformiglistributed UES’
positions and speeds.

3.2.3 Component UE

This component imgiments the algorithms for set of
different UE-classes. Each UEomponent can support several
UEs. For each UE-class service, ability and device
characteriics can be definedby parameters which are imported
via XML-files. Each UE can support one PS or CS service.
Different uplink and downlink bleaviors maybe specified. New
services are sarted according to aol®son arrival proces and
stopped after their service demands are fulfiled or an error
occurred(e.g.no coverage). A new UE isreated with each new
service demand arrival aritl is removed after the esvice was
stopped|t is also possible to seip a certain amount of services
demands (UEs) which shall be the sytemat all times. This
feature ismostly used for vdidation purposes. Each pg of
service has its specific ON/OHR-model at the flow level.
Resources of RAS components are oadgigned to theervice
during the ON-phase. The ON-phase of a cirswitchedreal
time speech service equals the duratidérthe connectionThe
ON/OFF-phaselistribution of apacket switched WWW-browsing
service isimplemented according to the behavioradel of Choi
and Limb in [14]. According to this model the ON-phase
represents the time needed fetching all objects belonging to
oneweb request. Therefore the length of the ON phase depends
on the data rate and the transferred amount of data. The OFF-
pha® repregntsthe reading tira of the uer. The packet arrival
proces is considered via the eanE[A] and the coefficienof
variationc, of the packet interarrival time.

The QoS denmands (data rate, delaybit error rate) for each
service are defined via a utiliprofile:

0 it V. <V, i
pol VeV ey oy oy
' eV @
1 if V>V,

where P, is a QoS paraster profile, V; is its currently
offered value and/ mn ,Vimax are its corresponding minimal and



maximal needed value. IF] P. = 0 the connection is not feasible
for the ®rvice of the UE.

Each UE-class can supportveeal RATs and several
providers. Preferred RATs and providers are defined via a
descending order in th@arametefile. It is assurad that UEs use
a sparate receiver for each RAT, thuseasirenents do not
influence each other.

3.2.4 Component RAS

This component implements the artagl models for
different RAT. Each RAScan onsist of several cells which
repregnt one ricro or nacro cell layer. The grid elerments

defined in the ENV component are assigned to each cell

distinguishing the three cases good, moderate ramdignal
reception. A perfect power control ésumed. The ON-phag of
the service is composd of an acceing phas | and a data
transfer phase TR. The RAS state is ambglatedin caseof one
of the following events:

Begin/End connection

Begin/End accesing and ON-phas
Position update

CRRM command

Each analtical RAT model inplemented in a RAS component
has to support the following input/output interface.

Input data:

e  Searver characteristics

e  Service characterigcs

e UE characteriics

e Number of UEs of a certain UE-class in one cell

Output data:

Resource consumption per UE
Offered QoS for UE

Duration of accesng phas
Duration of data transfer phase

According to the hirid modelhg approach the input data is
providedby the simulation model and the output of the aticdy
models is vice versa the inputttee simulation model parts.

As examples for CDMA and TDMA baeal systams
analytical RAT models for UMI'S and GSM/EGPRS have been
implemented. Both RATs can hdle circuit switched (CS) and
packetswitched (PS) connectionslowever EGPRS offers shared
PS channelswhereasUMTS offers shared and dedicatedPS
channels Both analyical models are #milar regarding the
calculation of offered QoS and phase durations. Ortlye
calculation of resource consunggii is handleddifferently for
UMTS and GSI/EGFRS. Therefore thes RATsare well suited
for creating various CRRM scenarios.

For CS connections it sssuned the offered QoS equals the
denmanded QoS until theonnectionis lost or ended. Access phase
anddatatrander pha® are corbined to a mgle rvice denand
phase which duratioequalsthe duration of the service’s ON-

phase. For PS connections the offered QoS is calculated as
follows. Since both UMTS and EGPRS use a contention based

uplink acces control the nodel desribed in [15] was used to
deternine the nean uplink accestime T,,. The parameteT,, is
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the mean tine for contentionTc together with the ®an tine for
establishing a packet floWge

ET.]= E[T. ]+ ElTe] @)

The parameteE[ Tg] is taken fromthe parargter file and E[ T¢]
is calculated as follows:

(4. 1-Plc]

E[TC‘]‘(“ PC] j'TP ®)

with Tp is the tine between contention phes and P[C] is the
overall probabilityof succesful contention.

Plc]= E[ﬁl] @)

where i is the nurber of accessing UEsnd E[Si] is the mean
nurber of successful UEs.

E[si]=H-P[sf] )
with H is the nunber of Sotted Aoha ContentionlstsandP[Si]
is the sicces probabilityfor a LE in one bot.

Plsi]- 3 plsil- Pl] ©

with P[gn] is the sicces probabilityif n conpetitorsconpetein
one slot andP[n|i] is the probabilityfor n UEs conpeting in one
Slotted Aoha Contentionlst wheni UEs are in their accemg
phase andl dotsare available.

P[m]:[:]j[,i)n(l_ 1 )

Tp, P[9n] and the downlink4 are senario paramters

@)

The model for the offered @5 on the vireles connection
includes the received data ratE[R] and the experienced IP
packet delaye[ D] andRLC block error rate Hrr] of an active
servicei. The IRpacket delays bad on the determationof the
service time of an IP-packetE[B]] and the scheduling slowdown
caugd by other active ervices E[S]. In cae of a dedicated
channel there are no othesndces which have to be takeimto
account except for the service itself.

E[D;]=E[B,] +E[S] ©)
The channel ishere nodeled asa A/G/1/PS queuing tation.
Long range dependencies and setiiar properties of IP traffic
are neglected.In cae of EG’RS all traffic channelsusd for
packet transission are coniglered asa sngle server. Moreoverit
is asumed that all LEs are capable of ugy all EGPRS channels
in parallel (max. eight channejs The approxination of E[S] is
based orthe connection of PSlseduling times and FCFS waiting
times described in [16]
2

E[S]Pszﬁ'E[vvi]FCFS (9)
where the EFS waiting time is solved approxinately via the
Kramer/Langenbach-BelZormula for the G/G/1/FCFS model
described in [17]

— WO

E[VVi]FCFS - (1_ o, )(1_ O-i+l) (10)



& ket

W, = épk : AkZﬂk - KLB

Gy = f(lokvcxfk Cék) (12)
S BB

o = 1 >R} P P =
2 e ©HAI

This allows for the approxiation of slowdowns causelly other
services \ith a low conputational comlexity togetherwith the
considerationof different servie and interarrival tims (E[B]
E[A]) and their regective coefficientsof variations(ca, Gg) as
well as different service prioritglasses P

The nean sevice time E[B;j] of an IPpacket for ervicei is
modeled at the RLC level of thaireless link. It is assued an
SR-ARQ error control regimis in action. Thus themodel
described in [18]is used to deterime the servicegime under
different channel conditions.

{1— In(k +1)]T ., K<BT

In(F.)

K T +1_In(BT+1) T . K>BT (12)
B1-R) 1-R In(R)

EB]~

¢, =Bl VB~ f(K,R BT)

EB] (13)
with Pe is the RLC block error probabilityT is the nurber of
transnission tine intervals (TTI) that fitn one round trip time
(RTT), B is the nurber of transferred RLC blocks oneTTI and
K is the nurber of RLC blocks which surap to the IP-packet
backlog.The® paramter valuesare different for the R& signal
reception qualityclasses goodnd moderate and the used coding
schenes. All available coding deenes are evaluated to achieve
the dortes service time for the srvicei. The valuedor P, RTT,
TTI, B, RLC block size are scenario dependent patars. The
IP-packet backlog Bis estimated using MM/1-results toavoid
iteration loops.

-_A_p
B = - IR (14)
The IRpacket &e IP; and the interarrival timE[A] define
the nmean data ratE[R] for a certain ervicei.

1
E[R]:E[iA]'IPi (15)

Maximal values for E[R] are bounded with respect to a
maximum channel utilization, i.efs < 1.

E[B]
P = ;TA] <1 (16)
In case of alared channel aldctive services haveto be taken
into account. In case of a dedicatgthnnel onlythe servicetself
is consideredThe data rate and the amnt of data which has to
be transferred in the ON-phase define the lefigthof the data
trander phas.

The used resurcesin a cell of a RA are quantified bythe
load index;.with (0< 77, <1) which is calculated according to the
proposedmodel in [7} Each connected serviéecauss a load
quantified by, which together surp to the overall cell load.
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e = ; a; (17)

The load caused bgach service is based tre amount of used
traffic channel tine dotsfor GSM/EGPRS.

(18)

C is the nurber of traffic channels in the cell ard is the
nunber of used trafficchannelsof servicei. In cag of CS
servicesU; is always one for servicé. In cag of PSservicesU; is
a fraction of the traffic channeéssigned to EGRS.

P
UI GO D (19)
with o, is the utilization of the acket data channel apd is the
utilization caused bgervice iandD is the nurber of packet data
channeldn the cell. $nce EGRS is a sared nedium there isno
direct asignment of traffic channelsto srvices thusU; is a
virtual nunber for PS services.

In caseof UMTS the noise rise deteinese; in the uplink
and downlink, respectivelysee [19]

Downlink:
)
N, ).
a =V~ [1-p)+ 5] (20)
R
Uplink:
o =(1+5). ~

with v; is the activityfactor, W is the WCDMA chip rateR the

service bit rate,5 the interference at thee stationreceiver, the
interference seen bthe UE 6, andy, is theodeorthogonality
factor. Ey/Ny is the energy per bit to noise ratithe parameters
are eimated vith reect to theload in the cell, @vice clas,

distance toba® station as well as speed of UE and the R3
quality levels (good, mderate). The availabilityof spreading
codes for data rates is checked within thee for orthogonal
spreading codes.

3.2.5 Component CRRM-IM

The CRRM-IM components implement different CRRM
information collecting antbokupalgorithms. The component can
start, stop and collect masirenentsin the UE RAS and other
CRRM components. It masegisterat the components for certain
types of measurements. Theplementedalgorithms can choose
between two types of measurertgemrecurrent andonrecurrent.
Non recurrent measirenents stop after the firs measirenent
valueis tranderred vhereasrecurrent reasirements have to be
explicitly stopped bya stopping rassage to the respective
component. At themeasurement registration the following
parameers can be set:

e start load threshold
e min load difference
e min time difference

Messages containing measurementi@aare onlysent to thelM
component if the start load threshold is reached andiranmd



time interval passed bgnd a minmnal difference in loadccurred.

If all paraméersare &t to zero newmeasirement valuesresent
to the IM component as soontagy are measuredeasurements
can contain information aboWEs e.g. received and dended
QoS, used resourcesypportedRAT, signal quality of received
cells. They can also contain infmation about cells e.g. number
of active/connected/accsg UEs, used resurcesor PS channel
utilization. Rarameter values fothe IM algorithns are scenario
parameters.

3.2.6 Component CRRM-D

The CRRM-D component prosses the collected informa-
tion and generates commands toueficethe behavior of RAS or
UE components. Intersiem handovers (ISHO) and service

200kHz frequencybands and offer 22 traffic channels each for
up- and dowlink connections In each cell13.6 % of the
resources are reserved for handewsithin the RAS andre not
accesible for newUEs. All UEs move at a peed ranging fronmi

to 5 km per hour. The first hour of sutated tine of each
simulationis seen as a trafent phase and thus the data collection
for statistics starts after one hoof simulated time. All values
given in graphs and tables geggregated) mean valueger 100
simulation runswith a 95% confidence interval. If the confidence
interval is larger then it is given together with the respective
values. Consumed processing tiper simulation run is tpically
less than one hour for 24 h of simulated time.

In order tovalidatethe nodel, sinulations with CSservices

demandadaptations can be triggered via this component. Param-for UEs have been performed to tethe accuracyof the

eter valuedor the decigon algorithns are senario paramers

4. SSIMULATION SCENARIOS
To show possible applications of the simulator some

exanple simulations are presented in thisection. The senarios
are based on the following setti. A single provider offers
UMTS and GSM/EGPRS servicés its customers. ThuSRRM
level B algorithms can be applied. The coverage arasigiare
(torus) with an edgéengthof 4.5 km. The grid elements’ x/y
dimensions are 250 mThere arenine co-located cells in each
RAS for GSM and UMTS. The area of gosidnalreception lies

within 500 m around the base station. The area with moderate

signal reception lies within 500 o 1060 maround the base
station. There is no area without coverage for both RAT.

1,06
0,5

\

~ > ~J > ~

Figure 5. Nine cells scenario with good (r = 0.5 km) and
moderate (r = 1.06 km) signal quality classes

See figure 5 for a vigal represntation of the scenario. The
UMTS cells use a 5 Mhz frequegicband with a chip rate of
3.84Mcps in each link direction. TheGSM cells use three
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simulator; criteriato befulfilled are given byLittle’s law and the
Erlang-B-formula. The used parametalues are listed in table 1.

Table 1. Scenario CS-A

GSM UMTS
call duration 90s 90s
UE inter arrival time 0.811s 0.4382 s
offered traffic per cell 12.33 Erl 22.82 Erl
CS channels 19 31 (estimated)
Ey/No=5.1dB
Intersystem handover No No

In scenarioCS-A a blocking probabilityof 2% was expected (as
given by the Erlang-B-formla) and blockingprobabilities of
2.08% for UMTS and 2.06% for GSMere seenas simulatin
results. Little’s law predicted aean valueof 12.076active UEs

for GSM and 22.345 for UMTS. The simulation results show
mean values of 12.068 active GSM UEs aad45activeUMTS
UEs. Scenario CS-B issimilar to scenario C& except for the
additional feature of intersstem handovers. The Erlang-B-
formula predicts a blocking probability of 0.4 % for the joint
system and the observed (sutated) blockingprobability was
0.46 %. In senario CSB the blocking of new connections and
the dropping of ongoing connections for each RASeasedut
the number of complete blocks (RAS available) of a new
connection decreased. See tablérhe used CRRM algorithm is
suited directly at the UEs and it tries to connect to a different
RAT if the preferred RAT has blocked the new connection
(connection retrial) or & dropped an ongoing connection
(intersystem handover).

Table 2. Effects of CRRM algorithm

Scenario CA Scenario CB

GSM UMTS GSM UMTS
blocking 2189.42 | 4096.68 | 3560.37 | 5754.78
events +17.81 | +25.38 | +21.41 | +£34.40
Dropping 1.95 1.25 2.57 1.67
events +0.28 +0.27 +0.39 +0.29
conmplete 2191.37 | 4097.89| 506.54 | 935.62
blocking +17.81 | +25.40| +5.54 +8.43
events
Connection 0 0 3053.82| 4819.14
retrials +17.87 | +28.48
Intersystem 0 0 2.57 1.67
handover +0.39 +0.29




ThenextscenarioCS-C is a tes scenario and shosshow the
CRRM algorithm from scenario CS-lAcreases the chanceta
successful connection establiskmb for arriving UEs. Figure 6
showsthe ratio of UEs with successful connections to the total
amount of created UEs. To reduce iduenceof randomness in
CS-C and in the followng senariosall UE clases havea fixed
number of UEs in the sytem (a clogd ystem is considered).
Thus if a UE ended its servidemand or it is blocked or dropped
then it is ingantly created elsehere in the environmericcording
to a uniform distribution. The CService call duration isagain
90s. The maximum capacityof active LEs with CS connections

in the GSM system is 171 UEs. For RAS internal handover

purposegesrved are 27 channel¥he UMTS system cancarry
approximately 279 active UEs with CS connections and
approximately45 channelsare reserved for handovers within the
RAS. Two UE dasses wae ddined with the same number of
fixed UEs each for GM and WIMTS.
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Figure 6. Ratio of normally ended to overall created calls

In figure 6 the x-axis show theombined number of UEs ithe
joint system The $arply decreasing blue linehews the $tuation

in thejoint system without the possibilitgf an intersgtem hand-
over. As the nunber of active CServicesreacheghe maximum
capacity of the GBM system the nunber of created Bs rises
sharply. This is becawsmost of the GBM cells have no capacity
left. As a congquence the ratiof UEs which services’ ended
normdly to the overall created E$ becones very low. The stua-
tion changes, iinintersystem handover (ISHO) is possible. Now
the freecapacityof the UMTS system can be el and the ratio of
normally ended UEs to the overalteated UEs is higher. Figure 7
shows that this improvement is onlyossible due to a high
number of connectioretrialswhereas the nulbrer of inter-sgtem
handovers remains relativelgw (68.46+2.51 for 420 UES).
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150000,00

100000,00
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i~ connection
retrials

50000,00
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270 320
active CS UEs

Figure 7. Number of ISHO and connection retrials

In the nextscenario IB-A the behavior of thehared EGRS
PSchannel is shown withespectto the influence of CServices
in one GSM frequenchand. To reducthe influenceof random-
ness onlyone coding scheme is fiteed (MCS-4). The shared PS
channel has the following parataes for good and moderaséey-
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nal reception: transmission tierinterval 20 rg, round trip tine 80
ms, RLC block size 352 bit, Block error probability %. These
parameers yeld a maximum channel data rate of 16.72 kbit/s. In
a cell a single frequenclgand with sevemacketdatachannels
(PDCH) is definedwhich leadsto a maximum cell data rate of
117.04 kbit/s. The PS services have fitiowing parameers: 1P
packet size 1460 byte, interarrival time 1.ZWith a coefficient

of variation g=1 yield a service data rate of 9.6 kbit/s. Thr& P
services and one to six CS sees are using onteequencyband

at maximum. Each active CSservice reducesthe number of
packet data channels lmne. Tle other parameters are not listed
here for simplicity reasons. igure 8 shows how thatilization of
the ADCH and the delaypf the IPpackets incre@sasthe number

of active CSservicesrise If six CS ®rvicesare active thDCH
can carryonly one F5 service at a tine. The other B servicesare
blocked or dropped. To m@uce blocking and dropping CRRM
would have to reduce the data rate of the PS services or
alternativelyhandover the PS or G&rvices to another RAS.

2; L = i \
s \

15

—&—mean IP Delay in s

1 ~—li—max. active PS UEs

utilization of PDCH

05 ——
04 T T
0 1 2 3 4 5 6

active CS UEs

Figure 8. CSservicesvs. PSservicesin one GSM
frequency band

In the last shown scenario PS-B th8uenceof CRRM on
the sywtem behavior over time displayel. The PDCHand PS
services ue the ame paraneters as defined in senario B-A.
GSM with EGPRS is the preferred RA and all UE are al®
capable of connecting toMITS. In UMTS dedicate¢hannelsare
used. At sirolation start 60 UEs with ® services are in the
system and at time t=13600 s amet 160 UEs are added. Figure
9 shows the delay situation without ISHO.

- Mz P delay in dovink of PS UES in scenanio 5 GSM © UMTS celis of one provider NO ISHO (mean of PS DL delay PS-B.vec)

1P delary in s
4
L

T T T
20000 40000 60000

time in s
Figure 9. 1P delay over timein scenario PS-B without ISHO

At time t=13600s the new UEs try to access the RAS aakm
and more UEs statheir ON-phases, sine only seven UEs @n



acces a cell atatime. This leadsto a pike for IP packet delay applicationsof the simulator. Future work will focus on the
Over time the different @ and OFF-phase durations of the PS suitability assessment of different CRRM algorithfor diverse
services lead to a lower channel utilization and thulewer IP CRRM scenarios together with the integration of atieff
delays. At time t=33600 s the number of UEs in thestgyn is models for UMTS/HSDPA-UPAand IEEE 802.11 networks.
reduced to 60 again and thus the IP delay is declining too. In
figure 10 CRRM is active and UEs which have been dropped or
blocked are trarisrred via I$10 to UMTS. Thisleadsto a lower 6. REFERENCES
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