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ABSTRACT

Performanceof two network-on-chip (NoC) topologiesis compared
for the use in multicore procesors. The performance evaluation is
suppated by the CINSimsimulator. This smulator has been de-
veloped to modd avariety of network topologies that are based on
atomic comporents such as buffers, routers, traffic generators, and
target buffers. The development of this Smulator was driven by the
investigation of networks-on-chip. But off-chip networks can be
examined aswell. Two examples for NoC topologies,amesh anda
bidirediona interconredion network, are coompared. Unicast traf-
ficis used as well as multicast and locd traffic, which bothrepre-
sent a significant part of the network traffic for evaluating multi-
core processors. In addition to the performance, the mean distance,
the diameter, and the buffer cost are cdculated for both retwork
topologies. Theresults show that bidiredtional multistage intercon-
nedion networks outperform meshes. A clealy better scdability i s
shown by tte bidiredional multistage interconredion networks.

Categoriesand Subjed Descriptors

C.1.2 [Procesor Architedures]: Multiple Data Strean Archi-
tectures (Multiprocessors—parallel procesors; C.2.1[Computer-
Communication Networks]: Network Architedure and Design—
network topology; C.4 [Perfor manceof Systems]: Modeling Tech-
niques

Keywords

network-on-chip, multicore processor, multicast, smulation, per-
formance

1. INTRODUCTION

The ongoing impovement in VLSI technology kals to a fur-
ther increase in the number of devices per chip. Since this in-
creased density cannot longer be used to improve the performance
of uniprocesr chips a apace & in the past, multicore procesors
come to the center of interest [5].
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To enable moperating cores on such a multicore processor, an
appropriate ommuncation structure anong tkem must be provided.
In case of alow numter of cores (e.g. a dual core processr), a
shared bus may be sufficient. But in the future, hundeds or even
thousands of cores will collaborate on a single chip. Then, more
advanced network topologies will b e needed. Numerous topologies
have been propaosed for these so cdled networks-on-chips (NoCs)
[1, 2, 3, 4, 6, 8, 15] and mast of them are caried over from per-
allel computing[9]. For instance, this paper will compare meshes
and multistage interconredion networks (MINSs) as examples. But
most other topologies can also be investigated by wsing the simula-
tor introduced by this paper.

To map the ommuntaion demands of the coresonto predefined
topologes like meshes, MINSs, and otter topologes, Bertozz et
a. [3] developed atool cdled NetChip (consisting of SUNMAP
[11] and xpipes [14]). Thistool provides complete synthesis flows
for NoC architedures.

Another example where MINs ded as NoC is given by Guer-
rier and Greiner [8] who established afat treestructure using Field
Programmable Gate Arrays (FPGAs). They cdled this on-chip
network with particular router design and communctaion proto-
col Scdable, Programmable, Integrated Network (SAN). Its per-
formancefor diff erent network buffer sizes was compered.

Alderighi et a. [1] used MINs with the Clos dructure. Multiple
parallel Clos networks conred the inputs and outpus to achieve
fault tolerance ailiti es. Again, FPGAs ®rve & basis for rediza
tion.

But previous papers only considered unicast traffic in the NoC. It
isobviousthat multicore processors a so haveto ded with multicast
traffic. For instance, if a core changes a shared variable that is also
stored in the cade of other cores, multicasting the new value to the
other cores keeps them up to dite. Thus, multicast traffic builds a
nonnegligible part of the traffic.

Furthermore, it is very likely that traffic in multicore processors
will reved some locdity in its gatial distribution. Usually, an ap-
plicaion will be distributed to some of the cores. But due to many
avail able aores, more than a single gplication can be processed in
paralel. Then, there will be much mae communcaion between
cores that processthe same gplicetion than between cores of dif-
ferent applications. Thus, cores for the same gplication are chosen
such that they are dose together to achieve low communcaion la-
tency. In consequence, locd traffic domiretes.

Asaresult, networks for multicore systems should suppat mul-
ticast traffic and locd traffic as well. Investigating whether net-
works are suitable for multicore procesors is usualy performed
by modtling them stochasticdly. Here, analyticd methods as well
as dmulation are used.

This paper presents a simulator for modeling network-on-chip



topologies. The topology merformance can be determined unckr
varioustraffic patternsincluding traffic locditi esand multicast traf-
fic. Thus, the performance of different network topologies can be
compered. As an example, the paper evaluates mesh networks and
bidirediona multistage interconredion networks. Besides perfor-
mancein terms of delay and throughput further parameterslik e the
mean distance between network nodes, the diameter, and the st
in terms of numker of buffers are compared.

The paper is organized as follows. Sedion 2 introduces the a-
chitedures of networks-on-chips, particularly multistage intercon-
nedion networks and meshes. The NoC simulator is presented in
Sedion 3. Sedion 4 demorstrates the feaures of the smulator by
comparing mesh networks and bidiredional multistage intercon-
nedion networks. Their performance is related to their topology
parameters. In Sedion 5, summary and conclusions are given.

2. NETWORK-ON-CHIP

This ®dion gives two examples for network-on-chip architec
tures. Firgt, bidiredional multistage interconredion networks are
discussed and then, mesh networks as a seaond approach are de-
scribed.

2.1 Bidirectional Multistage I nterconnedion
Networks

Multistage Interconredion Networks (MIN) are dynamic net-
works which are based on switching elements (SE). SEs are a-
ranged in stages and conreded by interstage links. The link struc-
ture end amount d SEs charaderizes the MIN.

MINs [16] of size Nx N (N inputs and N outpus) consist of
cx ¢ switching elements. The numler of stages is given by n =
log. N (with n, ¢, N € N) in case of MINs with the banyan prop-
erty which provide N digoint paths and for ead inputoutput @ir,
there exists only a unique path.

Bidiredional MINs (BMIN) [12] consist of at least n = log, N
stages to alow conredions between ead input and ead output
Their interstage links and their SEs are bidirediona. That means
padkets can be transferred in both dredions. In consequence, eat
input also represents the crresponding output Furthermore, turn-
around conredions are dlowed in the SEs resulting in bridged
BMINs (in the sequel smply denoted as BMINSs). Figure 1(a) de-
picts the structure of a bidiredional MIN with attached cores. The
three transfer diredions in bidiredional SEs are shown in Figue
1(b).

If padket switching isapplied buferscan beintroduced. A padket
isfirst routed from the network input to tre right, denoted as for-
ward diredion. As on as it reades a stage from which a path
exists in badkward diredion (that means from right to left) to its
destination output it turns around This gage is cdled turnaround
stage. Finally, the padket procealsitsway in badkward diredion to
the desired output This routing algorithm belongs to the shortest-
path routing ecdniques.

During itsmovement in forward direcion, the padcket may chocse
any arbitrary SE output lecause eatr SE output dfers a path to the
network destination output vl aturnaround stage. Moreover, all
paths that a particular padet may chocse reved the same stage &
turnaround stage due to the MIN structure. That means al redun
dant paths are of equal |ength

In badkward diredion, only a single path through tre network
exists to read a particular output

2.2 Mesh Networks

A static network architedure for NoCsisamesh [7]. In such an
architedure, the cores are locaed at the aosgoints of the mesh.
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Figure 1. Bidirectional MIN

Threekinds of meshes are distinguished: ore-dimensional meshes
(aso cdled chains), two-dimensional meshes (2-D meshes, grids),
and three-dimensional meshes (3-D meshes). Figure 2 shows a 2-
D mesh. The nodes of the mesh incorporate a ore end a5x5 SE
(Figure 2(b)), optioral with buffers. The SE conreds all inputs and
outpus of the node to allow padketsto passthe node. Furthermore,
the coreislinked viathe SE to the rest of the mesh.

Each nock is conreded to its two neaest neighbars in ead di-
mension. For instance, four bidiredional links handle dl commu
nication of a noce in a 2-D mesh (Figure 2(a)). The numter of
links per node does not change if additional cores (i.e. nodes) are
added to the mesh. Therefore, a mesh offers very goodscdability.
Its blocking behavior reveds one of the most important disadvan-
tages of meshes. Usualy, messages pass ®veral nodes and links
until they read their destination. As aresult, the same link may be
demanded by many conredions: blocking may occur. Thus, mes-
sages are mostly transferred by padket switching to ded with the
blocking by introdwcing bufers.

Meshes aswell as BMINs reved somelocdity. The next sedion
discusses this locdity and shows how to pofit from it.

2.3 Locality

Two aspeds of locdity have to be considered. First, the locdity
of network traffic due to applicaions that are distributed to diff erent
set of cores. Traffic within aset of cores can be assumed to be more
intensive than traffic between diff erent sets representing diff erent
applications.

Seoond the network topologyreveds some locdity in its druc-
ture. Figure 3 point out the locdity of bidirecional MINs [10].
The structural locdity for Core 0 (conneded to Input/Output Qis
demorstrated. There is a very high locdity for Core O with Core
1 (dark grey areg. The communcéion peth is very short (just a
turnaroundat Stage 0).

Lesslocdity can be found ketween Core 0 and Core 2 or Core 3
(medium gey areg. Here, padets must passthreestages to reah



(b) Mesh noce

Figure 2: 2-D mesh architecure

the destination: Stege 0, aturnaround in Sége 1, and finadly bad-
wards via Stage 0. No locdity can be seen for Core 0 when com-
municating with ore of the cores numtered from 4 to 7(light grey
ared isinitiated. All network stages are involved.

In meshes, it i sobvious that the communcation path to neighbar
cores is much shorter than for instance the path between two cores
in oppaite corners.

In consequence, bothaspeds of locdity should ke mapped when
applicaions are distributed to diff erent cores: The cres should ke
chosen such that they reved structural locdity resulting infast com-
munication. However, sometimes it may not ke possble to chase
the cores in this way becaise dther cores of structural locdity are
arealy occupied by other applications or the gplication is dis-
tributed to mae cres than locdly conneded ores.

3. CINSIM SIMULATOR

The new CINSimsimulator (Comporent-based | nterconredion
Network Sinulator) suppats modeling and performance evaluation
of comporent-based interconredion networks. It is designed to
provide asingle simulator for different kinds of network architec
tures that are based on atomic comporents such as switches and
buffers. Regular network topologes can be modeled as well asiir-
regular ones. The development of this Smulator was driven by the
investigation of networks-on-chip. But off-chip networks can be
examined as well.

The CINSimtool consist of two parts. asimulator core perform-
ing the simulation runs and a simulator graphicd user interface
(GUI) to design and draw the networks under investigation (see
Figure 4).

The simulator core mntains theimplementation of network com-
porents and their behavior. Any network can be modeled if based
on switches (routers), buffers, surces (traffic generators), destina-
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Figure 3: Locality in bidirectional MINs

tions (target buffers), and routes (inks) conreding them.

Switches are comporents to redize dynamicaly changing con-
nedions between switch inputs and outpus. Inputs and outpus are
conreded acording to the requested network output d the mes-
sage. Thus, they perform some routing and mey also be cdled
routers. If multiple inputs contain messages destined to the same
output a scheduling algorithm choaoses one of the messages. Cur-
rently, random choice, roundrobin, least recently used, most re-
cently used, least frequently used, and mast frequently used are
implemented.

Buffers dore padketsif padcket switching is applied. Shared bu-
fers conreded to multiple switch inputs/outpus are implemented
aswell as nonshared (single-queued) buffers.

Souces produce traffic which is off ered to the network. Various
destination traffic patterns and time-dependent traffic patterns can
be generated, both combired with an arbitrary offered load. The
traffic generators are driven by arandom numier generator.

Destinations represent the outpus of the network. They are in
charge to remove the messages from the outpus as son as they
arrive.

Additionally to these comporents, CINSimalso offers analyz-
ers for performance measurement. Anayzers can be conreded
via observer lines to bufers, ources, or destinations to determine
the source or destination throughput the delay, or the buffer queue
sizes.

Various traffic interarrival times, like heavy tailed distributions
and geometric distributions, can be chosen. Besides the distribu-
tion in time, CINSim aso suppats traffic distributions in space
For instance, traffic locdity and multicest traffic can be simulated,
which are mainly investigated in the sequel of this paper.

Dueto the cmmplex stochastic events, confidencelevels and esti-
mated predsions must be observed duing simulation to achieve
a given acaragy. CINSiIm provides exhaustive functionality for
acaragy prediction. The simulation is observed by permanently
colleding the measured performanceresults and by cdculating the
confidence level and predsion. If the termination criteria ae met,
CINSimstops the simulation. Besides mean values, quantiles can
also be determined for charaderizing the distribution o the mea
sure in question.

Steady-state simulation is suppated as well as terminating sim-
ulation. Terminating simulation is used to investigate the transient
behavior of the networksin question.

The simulator also offers arandom numler generator with very
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long cycles. It also suppats distributed simulation to accéerate the
simulation runs by starting multiple replicaions of the simulation
in parallel on conreded compugrs or a multicore processor.

The graphicd user interface (GUI) as hown in Figue 4 pro-
vides a comfortable editor to draw the network that isto be inves-
tigated. The predefined comporents like buffers, avitches, etc. can
be alded to the drawing areato construct the network. Copying
parts of the aurrent drawing is suppated as well as creding meta
comporents with underlying subretworks. A meta comporent can
again consist of meta comporents. Thus, a hierarchicd drawing
and modatling can beredized.

Furthermore, the CINSimsimulator allowsto modt the dynamic
reconfiguation of networks. The dynamic reanfiguration of net-
work architedures ems to be apromising way for network per-
formance enhancement [10]. Dynamic network reconfiguration is
not atopic of this paper.

4. MESH VERSUSBMIN

Comperative analysis are caried out wsing CINSimto evaluate
mesh networks and bidiredional multistage interconredion net-
works. Besides performancein terms of delay and throughput fur-
ther parameters lik e the mean distance between network nodes, the
diameter, and the cost in terms of numker of buffers are compared.
Also, the problems of scdability are discussed.

41 NoC Hardware Cost

The investigated NoC architedures use padet switching. Thus,
the switching elements in the BMIN and the mesh nodes provide
buffers: abuffer is locaed at ead SE input. Buffers are the main
fador for the hardware cost of NoCs: For fully static standard
cdl-based CMOS 0.18m technology the consumed sili con area
of a FIFO bufer is, for instance, around 10000 equivalent two-
input NAND gates for a single flit FIFO with aflit size of 35 bit
[13]. In some switching techniques like virtual cut-throughswitch-
ing, padets are divided into flits flow control units). In Pande &
a. [13], aflit sizeof 90 bit leads to around 24000 equivalent two-
input NAND gates.

Digital Object Identifier: 10.4108/ICST.SIMUTOOLS2009.5590
http://dx.doi.org/10.4108/ICST.SIMUTOOLS2009.5590

Compared to this, redizing a switching element needs only
around 120Cequivalent two-input NAND gates per input, an order
of magnitude lessconsumed sili con areathan a buffer occupies.

Therefore, the number of bufferswill represent the network cost
in the sequel. In off-chip networks, the numker of pins also takes
an impartant part of the network cost. But on-chip networks neel
no pirs to conred the network and the atached processor cores.

In the following, a mesh and a BMIN consisting of a similar
numter of buffers and, thus, of similar cost are ampared. Con-
sidering the given buffer distribution, networks conreding, eg.,
N = 16 nodes (processor cores) results in comperable cost. A
16x 16 mesh results in 64 bufers and a 16x16 BMIN with 4x4
SEsin dlightly less,in 48 bufers.

In general, the numter of buffers B,,, of meshes adds up to five
buffers for ead nock (ore for the four external inputs and ore for
theinputfrom the aore). The unused inputs at the four edges of the
mesh can be subtraded. Assuminga mesh of quadratic geometry
(with side lengthw = v/N), the number of buffersisyield by

Bm(N) =5N — 4v/N. 1

The number of buffers B, of a BMIN is given by the numker of
stages n where eat of the V bidirediona input-outputrows of a
stage consists of two bufers, one for ead diredion. But the last
stage hasonly asingleinput direcion and, thus, only asingle buffer
islocaed in ead row:

By(N)=(n—1)-2N+N=N-(2log, N—1) (2

Figure 5 shows the numler of buffers dependent on tre network
size N. Smeller network sizes are scded and depicted in Figure 6.

The SE sizeof the BMIN is st to ¢ = 4. For small er networks, the
numter of buffers differs only slightly between mesh and BMIN.
For larger networks, BMINs auffer from higher buffer cost. But
the differences between both curves are moderate. Furthermore,
ore should ke avare that the number of SE inputs was countd
to obtin the number of buffers. This gives aso the number of
links between the nodes and SEs in the network and, therefore,
represents the bandwidth d the network: The bandwidth d larger
BMINSs outperforms the bandwidth d meshes. The performance
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results determined by the simulator later in this ssdion will confirm
this.

4.2 Mean Distanceand Diameter

An important measure to estimate the latency of messagesin the
NoC are the mean distance and the diameter. The mean distance
T represents the average path length between two nodes of the net-
work in hops. The diameter () gives the path length in hos for the
two nodes with the highest distance

The mean distance of a mesh with a quadratic geometry (side
lengthw = +/N) isyield by averaging distances between al node
pairs ((z1,y1), (z2,y2)) of themeshwith1 < z1, 22, y1,y2 < w:

22 2 2 m— w4 [y — v

r1=1ly;=1xz09= = 2
_mN:T11J1121y21 - “JN
Tm (N) (w? — Nw? 3\/_

(©)
The diameter of such amesh is given by
O (N) =2(w —1) = 2V'N — 2 @

In case of aBMIN with cx ¢ SEs, the mean distance can be obtained
by considering that in a subretwork of ¢* nodes, ead nock can
be reated by passng ¢ stages forward, turning at this gage, and
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pasgng badkward: 2i — 1 hops are needed. But ¢'~! of these nodes
are again located in a subretwork of this ¢t x¢* one which means
that they can read ead other within this subnetwork and reed less
than 2i — 1 hops. Considering all subretwork sizes of ¢ leads to
the mean distance of an N x N BMIN with n = log, N stages:

Y (¢ =) (2i-1)
N -1
2Nlog, N c+1
= 2158t 5
N -1 c—1 ®

The diameter is simply the length d the way to the last stage and
bad again:

Fb(N)

0p(N)=2n—1=2log, N — 1 (6)

The Figures 7 and 8 depict the mean distancefor up to N = 1000
nodes and for smaller networks, respedively. Here, the bidirec
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Figure 7: Comparison of the mean distance
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Figure 8. Mean distancein small NoCs

tional MINs are built with SEs of sizec = 4. Thefigures how that
BMINs outperform meshes in terms of mean distance. The mean
distances in BMINs is aways analler than in meshes. Thisis par-
ticularly true for larger NoCs because the mean distancein BMINs
grows only logarithmicdly with the network size while in meshes
it grows polynomally.



When developing an NoC, the hardware cost aswell asthe mean
distance ae to be minimized. Thus, Figure 9 depicts the product of
these parameters for both retwork topologies. The BMIN topok
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ogy clealy shows lower cost delay product. The BMIN becomes
increasingly superior to the mesh, the larger the network size (Fig-
ure 10).

4.3 Performance

The performance of the mesh and the BMIN topology was de-
termined using the CINSimsimulator. The topologies were com-
pared for conreding N = 16 cores of a multicore processor. For
this sze both topologes have comparable hardware cost: the mesh
consists of 64 bufers and the BMIN with 4x4 SEs of 48 bufers,
respedively.

Both networks operatein virtual cut-throughswitching withead
padket consisting of five flits. The buffers can acommodite two
padkets. This means that ead bufer is of asizeto accet 10 flits.
Virtua cut-throughswitching is combired with the locd badkpres-
sure (clea to send) mechanism to avoid padket lossin case of oc-
cupied bufers.

The following performance results are obtained by a scheduling
algorithm that solves padket conflicts at SE inputs for the same out-
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putrandomly

In our study, a network traffic generator produces by randomiza:
tion padkets with ageometric distribution in time. The network per-
formance is determined dependent on the average offered load to
the NoC inputs. The padket destinations are uniformly distributed
over the NoC outpus, first. Then, traffic locditi es as sgnificant
multicore traffic patterns are investigated. Such communcaion be-
tween the dosest neighbarsis examined by starting with onlyasin-
gle oommuncation partner. Then, more and mae communtaion
partners are added.

As routing algorithm, the BMIN performs shortest-path routing
That means padkets turn as oon as possble from the forward di-
redion to the badkward ore. The mesh network operates in xy
routing

The CINSimsimulator obtained the following results by simulat-
ing the networks until a confidence level of 98% and an estimated
predsion of 1% was achieved. To read this confidence and pre-
cision, a simulation run time of lessthan a minute in case of rare
events (e.g. low network load) and o only afew secnds in most
other cases has been neaded. Simulation has been run ona 2.0
GHz PC. Compared to simulation run time, model set-up time is
more time intensive because the autoretic generation of (larger)
NoC modeisis dill under development. Setting up descriptions by
hand reeds sveral minutes or even mare dependent on tre NoC
size Thus, only smaller NoCs have been evaluated in the follow-
ing. Automatic model generation will be avail able soon

4.3.1 Uniformly Distributed Traffic

Figures 11 to 13show the performance for unicast traffic in the
NoC. The throughput(Figure 11) is given in recaved padkets per

BMIN ——
mesh -

06 r

04 r

throughput at the output

0.01 0.1 1
offered load

Figure 11: Unicast traffic: throughput

NoC outputand per five network clock cycles (needed to recave
asingle padet consisting of five flits). As a mnsequence, a maxi-
mum throughput é 1 can be theoreticdly readed. Theoffered load
is gmilarly defined for the NoC inputs. As the figure shows, there
isno significant differencein throughput fetween mesh and BMIN
except for avery high load where the network becomes sturated.
Usudly, networks are to be dimensioned such that no saturation
ocaurs. Note that the offered load is logarithmicdly scded in the
figures.

Figure 12 depicts the average delay of the padkets in network
clock cycles. Here, diff erences between meshandBMIN are dealy
visible. The BMIN outperforms the mesh for any network load. In
cese of no saturation, the delay of the mesh is about 3®% higher
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Figure 13: Unicast traffic: delay versus throughput

than the delay of the BMIN. In Figure 13, the delay times are com-
pared dependent on the throughput

Besides unicast, multicast traffic patterns were dso investigated
due to their importancein multicore processors. The following fig-
ures were obtained by choasing a multicast traffic pattern with uni-
formly distributed destination sets. This means that any possble
combiretion of NoC outputs was chosen with equal probability as
amulticest destination of a newly generated pacdket at the sources.

The shape of the throughput incase of multicasting is smilar
to Figue 11 except that the saturation of the NoC is darting at
a lower offered load of approximately 0.1. The related figure is
omitted here. Figure 14 depicts the delay of both retwork topolo
gieswhile Figure 15 scdes the aeawhere no saturation occurs.  In
this case, the BMIN again outperforms the mesh with its lower de-
lay: again, the mesh copes with an about 30% higher delay. In case
of saturation, the lower delay is shown by tke mesh. Up to now
no explanation was foundfor this behavior. Changing the routing
agorithm from xy to west-first routing only slightly changes the
shape of the delay curve. Thus, the routing algorithm seems not
to be the reason for the given observation. Further investigation is
needed.

In Figure 16, the delay times dependent on the throughputare
compared to show their interdependence. The figure confirms the
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higher performance of BMINs.

An extreme case of multicasts are broadcasts. A traffic pattern
where dl sources generate only broadcast padkets was aso inves-
tigated. The results do not dffer qualitatively from the presented
multicast case.

4.3.2 Traffic Localiti es

Figures 17 to 19 apict the performance of both retwork topolo-
giesif locd traffic isinvolved. Locd traffic means that ead node
only communtates with its closest neighbas. The figures dart
with the cae of communtaing to onlyasingle neighbar. Further
communcation partners are alded till a number of five partnersis
readed.

The most interesting steps are those from threeto four commu
nication partners and from four to five. That is becaise in aBMIN
with 4x 4 SEs, increasing the numkber of partners from threeto four
means that the fourth ore must be located at another SE and thus,
an additional network stage becomesinvolved. Increasing the num
ber of communcaion partners from four to five leadsin meshesto
the situation that one of the partnersis no longer adired neighbar
of the sending nock.

In Figues17and 18 thelocd trafficis fed into to retwork with a
high dfered load of 1.0 while Figure 19 investigates aweé off ered
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load of 0.1. If every node only communcates to a single neigh-
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Figure 17: Throughput dependent on the traffic locality

bor (who is different to the partners of the other communcations),
then, the ommuntaion pathsthrough tre network do not inerfere
and the throughput § at maximum and the delay at minimum No
offered padkets to the network are rejeded and for an offered load
of 1.0, athroughput é 1.0 results. The delay equals the number of
hops needed in the network. That is for MINs, only asingle SE is
involved and ore hop leals to the destination. In case of meshes,
two SEsare in involved (this one & the sender node and this one &
therecever node). Thus,two hos are nealed leading toadelay of
2.

If morethan onlyasingle noceisthe destination of ead commu
nication, conflicts for the destinations occur and thus, blockings in
the SEsin front o the destination noce. In consequence, through
put deaeases and delay increases. For multistage interconredion
networks, the throughput gows again dlightly if more than three
nodes are the mommuncation partners of ead noce (Figure 17): an
additional network stage is needed for the coommuncation as men-
tioned abowe. This additional stage offers reduncancy and addi-
tional bandwidth In case of four communtaion partners, only ev-
ery fourth communcation uses the alditional stage and bendwidth
Due to the high retwork load in Figure 18 and therefore, due to the

Digital Object Identifier: 10.4108/ICST.SIMUTOOLS2009.5590
http://dx.doi.org/10.4108/ICST.SIMUTOOLS2009.5590

35

-
30 r  mesh ~oxe - ” |
3
Q
©
0 | ‘ ‘
1 : 3 | |
number of communication partners
Figure 18 Delay dependent on thetraffic locality
:
2| e |
> 2
]
o 18
o
1.6
14
1.2
1
0.8 | ‘ ‘
1 : 3 4 |

number of communication partners

Figure 19: Traffic locality with weak traffic load

occupied bufersand high dlay in thefirst network stage, the addi-
tional seand stage delay of every fourth communtaion dees not
strongly influence the overall delay. In contrast, if the traffic load
iswedk (Figure 19) and delay is low, the step from threeto four
communcation partners (and the additional stage delay) is clealy
visiblein the figure.

Compering the mesh network and the BMIN, the delay of the
BMIN outperforms the mesh for any investigated numker of com-
municaion partners. The multistage interconredion network shows
lower delay (lessthan 70% of the mesh's delay). The mesh reveds
a higher throughput incase of a very strong lccdity in traffic. If
more than four communcation partners are involved, the BMINs
throughput lecmes domirent.

5. CONCLUSION

The performance of two network-on-chip topologes was com-
pared for use in multicore processors. Particularly, multicast traffic
patterns and traffic locditi es were investigated which represent a
significant part of multicore traffic. The performance evaluation
was auppated by the CINSimsimulator. This smulator has been
developed to modd al kinds of network topologes that are based
on atomic comporents auch as buffers, routers, traffic generators
and target buffers. The development of this smulator was driven



by the investigation of networks-on-chip. But off-chip networks
can be examined as well.

The network performance was described in terms of throughput
and delay. Spedficdly, amesh topology vascompared toabidirec
tional interconredion network topology Unicast traffic was used
as well as multicast and locd traffic, which bothare an impartant
part of the network traffic for evaluating multicore processors. The
simulation results show thet BMINSs outperform meshes: meshes
cope with delays that are ebout 3% higher than those of BMINSs.

Besides the performance, the mean distance, the diameter, and
the buffer cost were cdculated for both retwork topologes. The
NoC sili con area ®nsumption s domirated by the buffers.

Again, the BMIN reveds better results except for the buffer cost.
Nevertheless, the higher buffer cost is more than compensated by
the higher performance, shorter distance and diameter of the BMIN.
BMINS main advantage seeamsto be scdability aswith theincrease
in the numter of cores, the distance and diameter remain logarith-
mic.
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