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ABSTRACT
WiMAX is a very promising technology. The main promises
are the high throughput and the large coverage. As for all
new technologies, performance studies are required. The
network simulation is considered as a solution to test the
performance of technologies and especially the wireless net-
works. In this paper, we propose a new WiMAX module for
NS-2 simulator. This module is based on the NIST imple-
mentation of WiMAX [5]. Our contribution consists of the
addition of the QoS classes as well as the management of the
QoS requirements, unicast and contention request opportu-
nities mechanisms, and scheduling algorithms for the UGS,
rtPS and BE QoS classes. Simulation results provide inter-
esting observations about the throughput and mean sojourn
time values. Simulation results show that our UGS, rtPS,
and BE schedulers are in accordance with the specification
of the QoS classes defined in the IEEE 802.16 standard.

Categories and Subject Descriptors
I.6.5 [Simulation and Modeling]: Model Development—
modeling methodologies

General Terms
Design, performance

Keywords
Implementation, QoS classes, scheduling, simulation, WiMAX

1. INTRODUCTION
Worldwide Interoperability for Microwave Access (WiMAX)

is based on 802.16-2004 standard [12] and its amendment
802.16e [13]. It is a Broadband Wireless Access (BWA) tech-
nology that promises a large coverage and high throughput.
Theoretically, the coverage range can reach 30 miles and the
throughput can achieve 75 Mbit/s [1]. Yet, in practice the
maximum coverage range observed is about 20 km and the
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data throughput can reach 9 Mbit/s using User Datagram
Protocol (UDP) and 5 Mbit/s using File Transfer Protocol
(FTP) over Transmission Control Protocol (TCP) [2]. The
theoretical values do not always fit the reality. The net-
work simulation presents a solution to test the performance
of technologies. Network Simulator 2 (NS-2) [4] is a widely-
used tool to simulate wireless networks. Until today, this
simulator does not implement a definitive WiMAX module.
Nevertheless, there are some WiMAX NS-2 modules imple-
mented by National Institute of Standards and Technology
(NIST) [5] and Network and Distributed Systems Labora-
tory (NDSL) [3] and [9]. These modules implement the phys-
ical (PHY) and Medium Access Control (MAC) layers of a
WiMAX system. The NIST module implements the Orthog-
onal Frequency Division Multiplexing (OFDM) PHY while
the NDSL module implements the Orthogonal Frequency
Division Multiple Access (OFDMA) PHY. Both PHY mod-
ules use the same duplexing technique: Time Division Du-
plexing (TDD). The MAC layer of these WiMAX modules
contains the management messages. The NIST WiMAX
module also supports mobility, fragmentation, and reassem-
bly of frames. The NDSL WiMAX module supports Call
Admission Control (CAC).

As we consider the Wireless-OFDM PHY layer, our NS-2
developments are based on the NIST implementation. Our
contribution consists of the addition of QoS classes and their
requirements, mechanisms specified by the IEEE 802.16 stan-
dard, and some scheduling algorithms. These implemented
schedulers take into account the QoS classes. We use the
Unified Modeling Language (UML) to design our WiMAX
module. UML class and sequence diagrams are introduced in
the following sections to model our system in a visual man-
ner. Then, we assess our implementation and compare our
implemented scheduling algorithms with the Round Robin
(RR) scheduler of the existing module. The comparison is
based on two parameters: the throughput and mean sojourn
time. The throughput is the amount of data that can be sent
in the network per one second. The mean sojourn time is the
average time a data packet spends from its generation to its
delivery at the destination. Simulation results are given for
three scenarios in order to compare scheduling algorithms
for three different QoS classes.

This paper is organized as follows. In Section II, we
present an overview of the WiMAX technology. In Section
III, we describe our NS-2 module as well as a brief presen-
tation of the existing WiMAX module. In Section IV, we
present the simulation model and some simulation results.
We conclude in Section V.
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2. OVERVIEW OF WIMAX
The IEEE 802.16 standard defines four QoS classes: Unso-

licited Grant Service (UGS), real-time Polling Service (rtPS),
non-real-time Polling Service (nrtPS), and Best Effort (BE).
The IEEE 802.16e amendment added a fifth QoS class, called
extended real-time Polling Service (ertPS). The five defined
QoS classes are descried as follows.

UGS supports real-time service flows that have fixed-size
data packets on a periodic basis. The BS provides grants
in unsolicited manner. The UGS subscribers are prohibited
from using contention request opportunities.

rtPS supports real-time service flows that have variable
size data packets on a periodic basis. The BS periodically
provides unicast request opportunities in order to allow the
SS to specify the desired bandwidth allocation. The SS is
prohibited from using contention request opportunities.

ertPS supports real-time service flows. It is built on the
efficiency of both UGS and rtPS. The BS provides unicast
grants in an unsolicited manner like UGS. Whereas the UGS
allocations are fixed in size, the ertPS allocations are dy-
namic. Then, the SS can request to change the size of grants
by sending bandwidth change request.

nrtPS is designed to support non real-time service flows
that have variable size data packets on a periodic basis. The
SS can use contention request opportunities to send a band-
width request with contention. The SS can also provide
unicast request opportunities.

BE is used for best effort traffic where no throughput or
delay guarantees are provided. The SS can use unicast re-
quest opportunities as well as contention request opportuni-
ties.

When the BS or the SS creates a connection, it asso-
ciates the connection with a service. A service flow provides
unidirectional transport of packets either to uplink packets
that are transmitted by the Subscriber Station (SS) or to
downlink packets that are transmitted by the Base Station
(BS). It is characterized by a set of parameters as a Ser-
vice Flow identifier (SFID), service class name (UGS, rtPS,
ertPS, nrtPS, or BE), and QoS parameters (such as Max-
imum sustained traffic rate, minimum reserved traffic rate,
and maximum latency).

There are three kinds of dynamic service management
messages. Dynamic Service Addition (DSA) for the addition
of a new service flow, Dynamic Service Change (DSC) for
the modification of service flow parameters, and Dynamic
Service Delete (DSD) for the deletion of an existing flow
service.

There are three DSA management messages: Dynamic
Service Addition Request (DSA-REQ), Dynamic Service Ad-
dition Response (DSA-RSP), and Dynamic Service Addition
Acknowledgment (DSA-ACK). These messages are used in
order to create a new service flow between an SS and a BS,
respectively. The addition of a new service flow can be ini-
tialized by the SS or the BS (see Figure 1). Once a service
flow is created, some or all of its parameters can be changed
by the SS or the BS across DSC management messages:
Dynamic Service Change Request (DSC-REQ), Dynamic
Service Change Response (DSC-RSP) and Dynamic Ser-
vice Change Acknowledgment (DSC-ACK). A service flow
can also be deleted across the exchange of two DSD man-
agement messages: Dynamic Service Delete Request (DSD-
REQ), Dynamic Service Delete Response (DSD-RSP). The
acknowledgment of DSD-RSP is not required.

Figure 1: Addition of a new service flow.

As mentioned, the IEEE 802.16 MAC layer defines the
different QoS classes and its requirements, QoS parameters,
and management messages. However, it keeps scheduling
algorithm(s) to be used as an open issue. Some well-known
schedulers were proposed for WiMAX such as the RR sched-
uler in [7], the Earliest Deadline First (EDF), Weighted
Round Robin (WRR), and RR schedulers in [8], and the RR
and maximum Signal-to-Interference Ratio (mSIR) sched-
uler in [6]. There are also some schedulers specifically pro-
posed for WiMAX such as Temporary Removal Scheduler
(TRS) [6], Opportunistic Deficit Round Robin (O-DRR)
[11], adaptive bandwidth request mechanism [10], and packet
scheduling using the token bucket [14].

The IEEE 802.16 PHY layer defines two modes of trans-
mission: the point-to-multipoint (PMP) and Mesh modes.
In the PMP mode, the traffic occurs only between BS and
SSs. In the Mesh mode, traffic can also occur between SSs.
In this work, we consider the PMP mode. The PHY layer
supports two duplexing techniques TDD and Frequency Di-
vision Duplexing (FDD). In the TDD mode, the uplink and
downlink data are transmitted with the same frequency. In
the FDD mode, the uplink and downlink data are transmit-
ted in two different frequencies. We consider only the TDD
mode.

The IEEE 802.16 standard also defines the Modulation
Coding Schemes (MCS) that can be used. This allows the
BS and SS a large choice of the suitable MCS used. The
MCS used depends on the channel quality. When the BS
performs the link adaptation, it compares the Signal-to-
Noise Ratio (SNR) value of the subscriber with thresholds in
order to select the Modulation and Coding Scheme (MCS)
used. There are two kinds of thresholds:

• The minimum entry threshold: represents the mini-
mum SNR required to start using an MCS that is more
efficient.

• The mandatory exit threshold: represents the SNR
below which the current MCS can no longer be used
and it has to start using an MCS that is more robust.

3. WIMAX NS-2 MODULE
We have implemented a new NS-2 WiMAX module. The

version of NS-2 is 2.29 and the programming language is
C++. Our module is based on the WiMAX NIST mod-
ule [5]. The existing module implements the OFDM PHY
and TDD MAC layers. The PHY layer has some config-
urable parameters such as transmission power, cyclic prefix,



Figure 2: MAC 802.16 class diagram [14].

frequency bandwidth, and MCS. It computes some values
such as sampling frequency, OFDM symbol time duration,
and transmission time for a packet according to its size and
MCS used.

The MAC layer contains some MAC management mes-
sages such as Downlink Channel Descriptor (DCD), Uplink
Channel Descriptor (UCD), Downlink MAP (DL-MAP), Up-
link MAP (UL-MAP), ranging request, ranging response,
registration request, and registration response. One down-
link and one uplink data connection can be added per sub-
scriber. The BS performs the RR scheduler to allocate radio
resources for the uplink connections. The existing imple-
mentation supports the mobility. The scanning and han-
dover operations are implemented.

Our contribution consists of the addition of some QoS
parameters to the service flow, the link adaptation, and some
scheduling algorithms for three QoS classes: UGS, rtPS, and
BE. We also implement the unicast and contention request
opportunities mechanisms as specified in the IEEE 802.16
standard. The IEEE 802.16 MAC class diagram is shown in
Figure 2. We are interested in the 802.16 MAC class since
our contribution is applied to the MAC layer.

The Mac802.16 class represents the MAC layer. It rep-
resents the main class and has relations with other classes:
ServiceFlowHandler, peerNode, and WimaxScheduler. Ser-
viceFlowHandler is responsible for the management of the
downlink and uplink connections. Each connection has an
association with a service flow that contains the QoS param-
eters. The QoS parameters of a service flow are set basing
on the connection requirements. peerNode contains informa-
tion about the SS or the BS. WimaxScheduler is responsible
for the ranging and registration and performs scheduling al-
gorithms. It includes two schedulers: one for the BS (BSS-
cheduler) and one for the SS (SSscheduler).

3.1 Link Adaptation
In the existing implementation, all the subscribers use the

same MCS. The MCS used is set from NS-2 Tool Command
Language (TCL) script and does not change during the sim-
ulation. We provide the possibility of using different MCS
in the same scenario. Moreover, an MCS can be changed

Table 1: Receiver SNR assumptions (values of the
IEEE 802.16e standard)
Modulation Channel coding rate Receiver SNR (dB)

BPSK 1/2 3.0
QPSK 1/2 6.0

3/4 8.5
16-QAM 1/2 11.5

3/4 15.0
64-QAM 2/3 19.0

3/4 21.0

and this depends on the SNR values. We then modify the
PeerNode class which contains the different characteristics
of a station (SS or BS). We also modify the BSscheduler
class which manages the changes of the SNR values and we
determine the suitable MCS used basing on the SNR param-
eter of the PeerNode class and the SNR thresholds. These
thresholds are taken from the SNR assumptions values that
are proposed in Table 266 of the IEEE 802.16e amendment
of the standard (reproduced in Table 1).

3.2 Dynamic Service Management
The existing implementation contains a class, called Ser-

viceFlow, which identifies the service requirements of the
associated connection. This class contains only the Service
Flow Identifier (SFID) and Service Flow Scheduling Type
(UGS, rtPS, ertPS, nrtPS, or BE) parameters. There is no
differentiation between the QoS classes. We add the follow-
ing parameters:

• CID: represents the identifier of the connection.

• Traffic Priority: defines the priority assigned to the
service flow.

• Maximum sustained Traffic Rate: defines the peak in-
formation rate of the service flow.

• Minimum Reserved Traffic Rate: defines the minimum
reserved rate of the service flow.

• Tolerated Jitter: defines the maximum delay variation
of the connection.

• Maximum Latency: specifies the maximum latency be-
tween the reception of a packet and the forwarding of
this packet.

Once the service flow parameters are initialized, the addi-
tion of a new service flow can be performed. This needs an
exchange of DSA packets. These packets are defined in the
IEEE 802.16 standard and already implemented in the ex-
isting NS2 module. These packets do not contain the service
flow parameters as scheduling algorithm does not take into
account the QoS class requirements. We modify the DSA
packets and add some instructions:

• When a DSA-REQ packet is sent, the flow service pa-
rameter is added to this packet as defined in the IEEE
802.16 standard.

• When a DSA-REQ packet is received, the service flow
and QoS parameters of the created data connection
are filled up from the service flow parameter of the



Figure 3: Steps of the creation of a new service flow.

received DSA-REQ packet. Then, a value of the CID
parameter of the service flow is generated and assigned.

• When a DSA-RSP packet is sent, the service flow pa-
rameter is added to this packet.

• When a DSA-RSP packet is received, the service flow
and QoS parameters of the created data connection
are filled up from the service flow parameter of the
received DSA-RSP packet.

The different steps of the creation of a new service flow, in
our new module, are depicted in Figure 3. All those modifi-
cations are performed in a class, called ServiceFlowHandler.
This class handles the list of the downlink and uplink con-
nections and manages the creation of new connections.

3.3 Request Opportunities

3.3.1 Unicast request opportunities
We implement the unicast request opportunities mecha-

nism in the existing implementation (see Figure 4). The
provision of unicast request opportunities is done as follows.
First, the BS determines the unicast polling list. A sub-
scriber belongs to the unicast polling list when the current
frame corresponds to its period of unicast request polling.
Then, the BS allocates uplink bursts with an Uplink In-
terval Usage Code (UIUC) equal to the REQ Region Fo-
cused value. When an SS receives a burst for unicast re-
quest polling, it sends a bandwidth request. The bandwidth
request contains the length of its uplink data connection
queue. We assume that the subscribers are disciplined and
they use the bursts of unicast request polling to only send
bandwidth requests.

Figure 4: Unicast request opportunities.

Figure 5: Contention request opportunities.

3.3.2 Contention request opportunities
The existing implementation provides contention request

opportunities (see Figure 5). The BS allocates symbols for
contention request opportunities at the beginning of each
uplink subframe. Every frame, all SSs, having uplink data,
send bandwidth requests with contention. We modify the
existing implementation in order to prohibit UGS and rtPS
SSs from using the contention request opportunities. More-
over, an SS sends a bandwidth request periodically and not
every frame. The contention period is set by the TCL script.
An SS can send a bandwidth request every frame when the
contention period is equal to 1.

3.4 Scheduling
The existing implementation does not differentiate be-

tween the different QoS classes. The scheduling algorithm
of the existing implementation is described as follows. First,
the BS sends its downlink packets in the downlink subframe.
Then, it reserves all the remaining symbols for a single sta-
tion using the Round Robin (RR) scheduler. Hence, at each
frame, at most one subscriber can send its packets indepen-
dently of the service classes. The implemented scheduling
algorithm has to be changed in order to differentiate be-
tween the service classes and take into account the QoS



parameters. In this paper, we consider three QoS classes:
UGS, rtPS, and BE. We briefly describe some of schedul-
ing mechanisms. The RR scheduler equitably distributes
channel resources to all the SSs. The mSIR scheduler al-
locates radio resources to SSs that have the highest SNR.
The WRR scheduler is an extension of the RR scheduler
and it is based on static weights. The TRS scheduler [6]
temporarily blocks SSs having SNR smaller than a defined
threshold. We combine the TRS scheduler with the RR and
mSIR schedulers (called TRS+RR and TRS+mSIR, respec-
tively). The TRS+RR scheduler reserves 1/k of the whole
radio resources if there are k SSs to schedule. While the
TRS+mSIR reserves all radio resources for SSs that have
the highest SNR.

3.4.1 Unsolicited Grant Service QoS class schedul-
ing

The proposed UGS scheduling is described as follows (see
Figure 6). The BS determines all the SSs that have UGS
connections. The connection, that the BS will start serving
first, is randomly picked. Since an SS is served periodically,
an assignment of a period to each station is recommended.
The period, called UGS scheduling period can be set using
the TCL script. Otherwise, it is equal to a predefined default
value. From the period of scheduling, the BS determines if
an SS is served in the current frame. For each UGS connec-
tion that will be served, the BS determines the transmission
time using the Maximum Sustained Traffic Rate parameter
of the connection. Then, the BS determines the number of
symbols to be reserved for this UGS connection from the
determined transmission time and MCS used. The available
symbols must be sufficient to serve all UGS connections.
Once the number of reserved symbols is determined, the BS
updates the uplink map (UL-MAP) and allocates an uplink
burst. The UGS scheduling algorithm is performed at the
beginning of each frame.

3.4.2 Real-time Polling QoS class scheduling
The proposed rtPS scheduling is described as follows (see

Figure 7). The BS determines all SSs that have rtPS connec-
tions. The choice of the next connection to serve depends on
the rtPS scheduling algorithm. The implemented schedul-
ing algorithms for the rtPS connections are the Round Robin
(RR), maximum Signal to Interference Ratio (mSIR), Weighted
Round Robin (WRR), and Temporary Removal Scheduler
(TRS) schedulers. If the SS has not a bandwidth request
to satisfy, the BS determines the next SS to serve. Other-
wise, the BS determines the transmission time and then the
number of symbols to be reserved for this rtPS connection.
If there are not sufficient symbols, the BS allocates all the
remaining symbols. If the BS can satisfy the entire band-
width request, it removes this request. Else, the BS updates
the bandwidth to be allocated in the following frames. Once
this SS is served, the BS determines the next SS to be served
if there are yet remaining symbols (see Figure 7).

3.4.3 Best Effort QoS class scheduling
The proposed BE scheduling is described as follows (see

Figure 8). First, the BS determines all the SSs that have BE
connections. The connection, to start with, is determined
using the RR scheduler. If the SS has not a bandwidth
request, the BS checks the next SS. Otherwise; the BS de-
termines the transmission time and the number of symbols

Figure 6: UGS scheduling.

Figure 7: rtPS scheduling.



Figure 8: BE scheduling.

to reserve. If there are not enough available symbols, the
BS allocates all the remaining symbols. If the BS can sat-
isfy the entire bandwidth request, it removes this request.
Otherwise, the BS updates the bandwidth to be allocated
in the following frames. Once this SS is served, the BS de-
termines the next SS to be served if there are yet remaining
symbols.

4. SIMULATION RESULTS

4.1 Simulation Model
We have integrated into the existing implementation of

WiMAX QoS parameters, QoS classes, unicast and con-
tention request opportunities, five rtPS schedulers, and sim-
ple UGS and BE schedulers. The main parameters of the
simulation model are represented in Table 2. We consider
five UGS, nine rtPS, and two BE subscribers. The sub-
scribers can use the QPSK 1/2, QPSK 3/4, 16-QAM 1/2,
16-QAM 3/4, 64-QAM 2/3, and 64-QAM 3/4 MCSs.

4.2 Performance of rtPS scheduling
In this section, we study the behavior of the rtPS sched-

ulers. We consider the scheduler of the existing module
(Existing RR) as well as our implemented schedulers: RR,
mSIR, WRR, TRS+RR, and TRS+mSIR. We have five UGS
subscribers. Each UGS SS generates Constant Bit Rate
(CBR) traffic with a rate of 160 Kbit/s s. We have also
two BE SSs that generate FTP traffic.

Figure 9 shows the throughput of the rtPS connections as
a function of the rtPS traffic load submitted in the net-

Table 2: Main parameters of the simulation model
Parameter Value

Frequency band 5 MHz
Propagation model Two Ray Ground

Antenna model Omni antenna
Antenna height 1.5 m

Transmit antenna gain 1
Receive antenna gain 1

System loss factor 1
Transmit power 0.25

Receive power threshold 205e-12
Carrier sense power threshold 184.5e-12

Link adaptation enabled
Frame duration 20 ms

Cyclic prefix (CP) 0.25
Packet length 1024 bytes

Simulation duration 100 s

Figure 9: rtPS throughput versus offered rtPS traf-
fic load.

work. This figure shows the low efficiency of the Exist-
ing RR scheduler. Such a scheduler, in the quest of the
simplifying of the scheduling steps, throttles the network
traffic. Indeed, this scheduler allocates all the symbols to
one SS even if it has not data to send. We note that the the
rtPS throughput of the Existing RR scheduler is nearly nine
times worse than that of our implemented rtPS schedulers.

We observe that the mSIR and TRS+mSIR schedulers
nicely outperform the other schedulers with a maximum
throughput of 9 Mbit/s. These two schedulers favor SSs
having the highest SNR values and then the most efficient
MCSs.

We also observe that the RR scheduler provides rtPS
throughput less than that of the TRS+RR and WRR sched-
ulers. This is due to the fact that the channel quality of the
different SSs in not taken into consideration.

Figure 10 shows the mean sojourn time of the rtPS con-
nections as a function of the rtPS traffic load submitted in
the network. The mean sojourn time is a vital parameter for
the real-time applications. We note that the Existing RR
scheduler requires a large average delay to deliver a data
packet. This is because this scheduler does not provide suf-
ficient symbols to the SSs. It periodically allocates all the
remaining symbols of an uplink subframe to one rtPS SS.
This period is equal to the frame duration multiplied by the
number of all the SSs.



Figure 10: Mean sojourn time of rtPS SSs versus
offered rtPS traffic load.

We also note that the mSIR and TRS+mSIR schedulers
have a mean sojourn worse than that of the Existing RR
scheduler at high traffic load. This is due to the freezing of
the traffic of the SSs having small SNR values. On the other
hand, the Existing RR scheduler does not block any SS.

We observe that the RR, WRR, and TRS+RR schedulers
exhibit a much better sojourn time. These schedulers take
into account the bandwidth requests of the rtPS SSs. More-
over, they do not block any SS.

4.3 UGS scheduling
In this section, we study the behavior of our UGS sched-

uler. We have nine rtPS subscribers that generate a mean
traffic rate equal to 80 Kbit/s s. We have also two BE SSs
that generates FTP traffic.

Figure 11 represents the throughput of the UGS connec-
tions as a function of the UGS traffic load submitted in the
network. For a very low traffic load, our UGS scheduler and
Existing RR provide the same UGS throughput since all the
SSs are entirely served. We observe that the Existing RR
scheduler throttles the network traffic and the throughput
can not exceed 500 Kbit/s. Indeed, the Existing RR sched-
uler does not differentiate between the QoS classes. Since
there are sixteen SSs and five of them uses UGS connections,
the Existing RR scheduler always allocates five uplink sub-
frames for each period of sixteen frames. Our UGS scheduler
works as defined in the standard. All the UGS subscribers
must be entirely served. The curve of our UGS scheduler is
linear and the coefficient is equal to 1.

The curves of our UGS scheduler and Existing RR are
represented only for an offered UGS traffic load less than
3.5 Mbit/s. This is because we add an admission control.
The admission control is such that all the UGS connections
can be entirely satisfied.

Figure 12 shows the mean sojourn time of the UGS con-
nections as a function of the UGS traffic load submitted in
the network. Our UGS scheduler provides a very low mean
sojourn time because it periodically allocates sufficient sym-
bols to all the UGS SSs. Moreover, a new UGS connection
is added only when it can be satisfied.

4.4 BE scheduling
In this section, we study the behavior of our BE scheduler.

Since we have rtPS and UGS schedulers, we can vary the
UGS or rtPS traffic load. We choose to study the relation-
ship between the BE and UGS schedulers. In this scenario,

Figure 11: UGS throughput versus offered UGS
traffic load.

Figure 12: Mean sojourn time of UGS SSs versus
offered UGS traffic load.

we have nine rtPS subscribers that generate a mean traffic
rate equal to 80 Kbit/s s. We have also two BE SSs that
generates FTP traffic.

Figure 13 represents the throughput of the BE connec-
tions as a function of the UGS traffic load submitted in the
network. This figure shows that the Existing RR scheduler
provides the same BE throughput independently of the of-
fered traffic load. This is because the Existing RR scheduler
is applied of all the QoS classes. In our case, it periodically
allocates two uplink subframes and the period is equal to
the duration of sixteen frames.

The higher the offered traffic load, the lower is the BE
throughput. This is because our scheduling implementa-
tion serves the UGS, then rtPS, and finally BE connections.
So, the higher the remaining symbols, the higher is the BE
throughput. This behavior fits with the standard specifica-
tion as the BE connections has no QoS requirements.

5. CONCLUSIONS
In this paper, we investigate the behavior of WiMAX

scheduling algorithms. We consider some UGS, rtPS, and
BE schedulers. We are based on the network simulation. So,
we have implemented a new WiMAX module that takes into
account the QoS classes and its requirements. Our module
supports unicast and contention request opportunities and
involves some UGS, rtPS, and BE schedulers. Extensive
simulations are conducted to show that the behavior of our
UGS, rtPS, and BE schedulers fits with the QoS specifica-
tions of the IEEE 802.16 standard. We show through simu-



Figure 13: BE throughput versus offered UGS traffic
load.

lations that our schedulers outperform the scheduler of the
existing module of WiMAX; the RR scheduler. Moreover,
throughput and mean sojourn time values are determined for
some QoS classes and using different scheduling algorithms.

A direction for future work is the study of WiMAX capac-
ity for other scheduling algorithms and other environments.
A WiMAX environment with intelligent antennas techniques
such as Multiple-Input Multiple-Output (MIMO) and smart
antennas can also be a future topic of research.
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