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ABSTRACT
SDL (Specification and Description Language) is popular for
communication protocol design. SDL tools allow simulating
and verifying SDL models. In this paper, we show how SDL
models can be transformed into hardware/software imple-
mentations for embedded systems. Our design flow con-
tains a lightweight operating system integration layer and
a cosimulation framework that supports hardware/software
partitioning.

The design methodology has been applied to an imple-
mentation of the IEEE 802.15.3 MAC protocol. We present
results from a prototypical system including a protocol ac-
celerator.

Categories and Subject Descriptors
I.6.3 [Simulation and Modelling]: Applications

General Terms
Protocol engineering, embedded systems

Keywords
SDL, IEEE 802.15.3, protocol accelerator

1. INTRODUCTION
Advances in system-on-chip (SoC) design and wireless

communication technology enable the development of tiny,
battery-powered sensor nodes that can be worn on the
human body forming a wireless body area network (BAN).
This creates new opportunities for novel applications and
products, for instance long-term health monitoring [7],
[8]. Application and communication protocol designers are
faced with the need to deliver reliable systems within a
short development time to be successfully on the market.

This paper presents a design flow for complex embedded
system design that addresses

• reliability by the use of the formal language SDL,
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• short development time by evolving the original, ab-
stract SDL model towards an efficient software imple-
mentation, and

• low-power consumption by the support for hardware /
software partitioning.

Our design flow shall give engineers guidelines and a
framework for efficient application or protocol design.
We advocate the use of application-specific hardware
accelerators for processing-intensive and time-critical tasks
when their software implementation would require high
clock frequencies and, consequently, would increase power
consumption.

The proposed design flow has been applied to the medium
access control (MAC) protocol design of a wireless commu-
nication platform. This platform shall provide wireless con-
nectivity for devices in a personal communication sphere and
support multimedia applications.

The capabilities of the platform are to be demonstrated
with a medical application. A number of battery-powered
sensor nodes measuring various bioparameters, such as heart
rate, temperature, or ECG are attached to the human body
and form a wireless network. The body area (sensor) net-
work forms the basis for long-term health monitoring of
chronically ill patients.

The signals measured by the sensor nodes are locally ana-
lyzed (preprocessed) and evaluated within the node or net-
work. Communication with a remote medical center is only
initiated in the case of emergency or upon request. An ap-
plication scenario and the hardware architecture are shown
in Fig. 1.

The heart of the communication platform is the LEON2
processor, that runs the protocol and application software.
LEON2 is a synthesisable VHDL model of a 32-bit processor
compliant with the SPARC V8 architecture [4]. A single-
chip implementation of the platform is pursued, integrating
digital baseband processing and the RF front-end on chip.

In 2003, the IEEE has standardized a medium access con-
trol (MAC) and physical layer specification for high data
rate wireless PANs, known as IEEE 802.15.3[1]. We see this
standard as a good candidate for future wireless applications
and an enabling technology for low-power, wireless multime-
dia communications for a number of reasons:

The IEEE 802.15.3 MAC protocol offers an isochronous
data service, supporting multimedia traffic as well as
industrial applications with requirements for guaranteed
transmission opportunities. To save energy, devices may go
into power-save mode. Synchronized power-save sets ensure
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Figure 1: Body area network and hardware architec-
ture of the wireless communication platform [19].

that all devices in the set wake up at the same time. The
used channel access scheme is time-division multiple access
(TDMA). This way, the protocol can be easily used with
ultra wide band (UWB) transceivers, that do not provide
a channel sensing capability. Contention access based on
channel sensing is optional.

The specified data rates in the standard range from 11
to 55 Mbit/s, however the same MAC protocol can be used
with much higher or lower data rates, as well. While high-
rate transceivers typically consume more power than low-
rate transceivers, still the overall amount of energy can be
less than for low-rate transmissions provided that the pack-
ets are long enough.

We have modeled the MAC protocol in SDL [2]. SDL
is a formal language that allows systems to be modeled,
simulated, and implemented. It is a popular language for
protocol modeling (cf. [9], [10], [11]). Formal verfication
can be employed to design reliable systems.

The remainder of this paper is organized as follows. We
start with a brief introduction to SDL. In Section 3, our pro-
tocol design flow—from an abstract SDL model until hard-
ware / software partitioning and hardware design—is pre-
sented. This is followed by results from protocol accelerator
design and software implementation. Finally, we present our
conclusions.

2. SPECIFICATION AND DESCRIPTION
LANGUAGE (SDL)

In a way, SDL can be considered as a programming
language with a graphical user interface that offers high-
abstraction level programming elements to the designer.
The SDL description of system behavior is based on
communicating extended finite state machines (CEFSM)
that are executed concurrently.

State machines are represented by SDL processes. Pro-
cesses communicate with each other and the system envi-
ronment by exchanging asynchronous signals that may carry
any number of parameters. SDL also provides timers that
can be configured to generate signals at defined points in
time. Each process in an SDL system contains a FIFO
(First-In-First-Out) input buffer (with infinite space) into
which the received signals and timer events are queued. This
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Figure 2: (a) SDL processes with signal route and
emphasised input queue. (b) Sample SDL transi-
tion.

is shown in Fig. 2 (a).
In Fig. 2 (b), a typical SDL transition is shown. Transi-

tions are triggered by receiving a signal from the signal input
queue of the process. During state transition, the SDL pro-
cess may perform computations, send any number of signals
to other processes, set/reset timers, call procedures, and, fi-
nally, settle in the next state. Only then, a new signal can
be consumed from the head of the input queue.

Telelogic TAU SDL Suite [3] is a tool that allows modeling,
simulating, validating, and implementing SDL systems. The
CAdvanced code generator translates the SDL model into C
code. This C code contains definitions of the required SDL
structures such as processes, signals, etc., but also the state
machine implementations of the SDL processes in the so-
called PAD (process activity description) function. In this
function, SDL transitions are triggered depending on the
current state and signal input.

The generated code is independent of the underlying op-
erating system (OS). It can be the basis for a system simu-
lation or implementation.

3. MAC PROTOCOL DESIGN FLOW
Our adopted MAC protocol design flow (see Fig. 3) includ-

ing hardware/software co-design is described in more detail
in the following sections. It can be applied not only to com-
munication protocol implementation, but to any embedded
systems application development as it puts special emphasis
on reliability and efficiency.

3.1 Protocol modeling in SDL
The starting point of our design flow was the

IEEE 802.15.3 MAC protocol specification [1].
In a wireless network operating according to the

IEEE 802.15.3 standard, there is one piconet coordinator
(PNC) and a number of associated devices. The PNC
broadcasts beacon frames at regular time intervals. These
beacons contain, among others, information about the time
of the next beacon and when other devices may access the
channel in the same superframe, i.e. in the time until the
next beacon.

A channel time allocation list, which is part of the bea-
con frame, announces the time slots that are reserved exclu-
sively for the devices. Additionally, the PNC may define a
contention access period (CAP) following immediately after
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Figure 3: MAC protocol design flow

the beacon. In this CAP, all devices can access the chan-
nel using a random backoff procedure. Data communication
among the associated devices is peer-to-peer. An example
of a piconet and a beacon frame is shown in Fig. 4.

IEEE 802.15.3 MAC frames consist of a header followed
by an arbitrary length payload field. Furthermore, a 32-bit
frame check sequence (FCS) is calculated over the payload
and added to all transmitted frames. The CRC-32 algorithm
is used for this purpose.

In most cases, especially in the case of command frames,
the sender expects the receiver to acknowledge the correctly
received frame immediately, i.e. exactly 10 microseconds
after the end of the frame. If an acknowledgement frame is
not received, the sender will retransmit the frame.

We have modeled all the necessary protocol functionality
in SDL using Telelogic TAU SDL suite [3]. By extensively
simulating the model we could validate the correct behavior
of our model.

In our model, the protocol functionality has been divided
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Figure 4: IEEE 802.15.3 network topology and su-
perframe structure (example)

into a number of SDL processes, similar to an object-
oriented design approach. Each process is responsible
for a well-defined functionality. The SDL processes can
be grouped into three conceptual service layers and one
management plane, as shown in Fig. 5. Additionally, within
each layer we identified those processes that are only needed
for devices that are capable to act as PNC. This layering
approach and the separation of PNC-specific functionality
further enhances the clarity of the model and gives first
hints for the hardware/software partitioning.

The lowest service layer is called Transport Engine. It pro-
vides the ability to receive and transmit service data units
(SDUs) to the upper service layers. This means that any
upper-layer process does not have to deal with the exact
timing of transmission and reception, retransmission, frag-
mentation and reassembly, and so on. The timers in this
layer require an accuracy of 1 microsecond.

On top of the Transport Engine, the Core Services are
placed. The processes in this layer are responsible for main-
taining the piconet operation. The Synchronization process,
for example, observes the reception of beacons and takes
action if the beacon was lost in several consecutive super-
frames.

The highest service layer contains the management pro-
cesses. These are, for example, the StartPiconet, Scan, As-
socServer, or AssocClient processes. Their behavior is de-
fined in the IEEE 802.15.3 standard. Note, that the Core
Services and MLME Processes do not require timers with
an accuracy of 1 microsecond, but millisecond timers are
sufficient.

A more detailed description of our SDL model can be
found in [15].

3.2 Operating system integration
The validated SDL model is the basis for the MAC proto-

col implementation by an automatic transformation. The ef-
fort of re-implementing the protocol in C/C++ would be too
high and error-prone compared to an optimization approach
where inefficient SDL concepts in the model are replaced by
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equivalent functions with less overhead. Additionally, the
time to achieve a fully tested implementation is consider-
ably shortened.

The next step is to target the SDL model to an operating
system (OS), in our case the Reflex OS [13]. For this pur-
pose, we developed a so-called Tight Integration model for
Reflex. This replaces the SDL run-time environment with a
tailored, very efficient OS integration layer.

Reflex is a tiny, event-flow oriented OS for deeply embed-
ded systems [12]. Although quite similar to TinyOS [14]—
the operating system most often used for wireless sensor
nodes—we believe it is better tailored for our system be-
cause of its earliest-deadline-first process scheduling strat-
egy. Whereas TinyOS tasks run to completion before any
other task is scheduled, time-critical tasks (activities) will
interrupt lower-priority activities, in Reflex. Such a behav-
ior is difficult to achieve in TinyOS. We have ported Reflex
to the LEON2 processor.

The mapping of SDL concepts to Reflex concepts is
straightforward. In our approach, each SDL process is
mapped directly to a Reflex activity. Our OS integration
layer also contains support for SDL timers. Furthermore,
it is possible to completely get rid of dynamic memory
management (malloc/free) by statically allocating signal
pools, from which SDL signals are taken at run-time. The
Tight Integration model targeted for the operating system
Reflex is shown in Fig. 6.

The required memory space for the operating system Re-
flex, the integration layer, and a simple SDL system was
measured to be about 20 kbytes for a system targeted for
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Figure 7: Co-simulation framework [17]

the LEON2 processor. Further details on the Tight Integra-
tion model can be found in [16].

3.3 Hardware/software co-design
Some of the MAC protocol functionality underlies tight

timing constraints, for instance acknowledgment (ACK)
frame transmission has to start exactly 10 microseconds
after the end of a received frame. With a pure software
implementation this would require a processor clocked at
a very high frequency leading to high power consumption.
Therefore, some protocol functions need to be realized in
hardware. The functionality that is mapped to the hard-
ware partition will then be designed using the hardware
description language VHDL. This will be the focus of
Section 4.

To identify bottlenecks in the pure software implementa-
tion and to estimate the required clock frequency to meet
all timing constraints, we performed a profiling of the soft-
ware. For that purpose, the software was simulated using
the LEON2 instruction set simulator (ISS) TSIM [5]. TSIM
allows profiling of individual functions. This way, we can
identify functions that are most often called or that con-
sume most of the processing time.

In order to see whether the protocol implementation meets
its timing requirements, we couple the ISS with the SDL
simulator that simulates a body area network on an abstract
time basis (cf. Fig. 7).

The SDL simulation as well as the TSIM simulation both
have their own simulation time. In order to guarantee
semantically correct co-simulation runs, both simulations
must be synchronized. In the case of the ISS, time advances
at each processed instruction, while our (abstract) SDL
simulation does not consume time when transitions are
simulated. Only when there are no more active transitions,
the simulation time can advance to the next scheduled SDL
timer or external event. This means that the instruction
set simulation can process as many instructions until the
next SDL event is scheduled or the ISS emits an SDL signal
to the SDL simulator.

In our framework, the co-simulation is controlled by the
SDL simulator from Telelogic. The SDL simulator processes
transitions in the SDL model and queries the environment
for input signals by calling the function xInEnv(). It can
also output signals to the environment through the func-
tion xOutEnv(). Together with the functions xInitEnv() and
xCloseEnv() this is the interface that the tool vendor pro-
vides to interact with external software components.

The instruction set simulator TSIM is not only available
as a stand-alone application, but also as a library. We use
the library version in our approach and link this library to
the SDL simulator. It is possible to control the ISS by calling
functions provided by the library, for instance to initialize
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At simulation start, the xInitEnv() function is called by
the SDL simulator. From this function, the ISS is initial-
ized and the application to be simulated by it is loaded.
The SDL simulator then simulates all active transitions at
timestamp 0. When there are no more transitions, it calls
the xInEnv() function to check whether there are any exter-
nal signals as inputs for the SDL model.

As a parameter of the xInEnv() function, the timestamp
of the next SDL timer that is going to expire is passed.
Since there are no active transitions and no other sources of
signals that could trigger a transition before the indicated
timestamp, it is safe to advance TSIM until it reaches this
point in time in its simulation. The call to continue TSIM
is made from within xInEnv().

However, it is possible that the external (i.e. TSIM simu-
lated) system sends a signal to the SDL system during that
simulation. In this case, TSIM stops immediately and con-
trol resumes in the xInEnv() function. Here, the current
TSIM simulation time is read and the abstract SDL simu-
lation time is advanced to reflect the same point in time.
If a signal was sent from the external system, this signal is
input into the SDL model — this is the purpose of calling
the xInEnv() function by the SDL simulator. Otherwise, the
SDL time will have reached the expiration time of the next
timer and a new transition becomes active.

When all active transitions have been simulated — with-
out advancing the abstract SDL time — xInEnv() is called
again. Consequently, the ISS will be resumed. With this ap-
proach, the SDL simulation time cannnot advance ahead of
the time of the instruction set simulator, which might lead
to a signal sent from the ISS to the SDL simulation too late.

It is also possible that signals are sent to the TSIM sys-
tem from the SDL simulation in the course of processing
SDL transitions. For that purpose, a signal queue has been
implemented that stores these signals and can be read from
the application simulated in the ISS. Whenever a signal is
written into that queue, an interrupt request is created so
that the application — after it has been resumed from xI-
nEnv() — will first read these signals and process them, in
turn.

The communication interface between TSIM and the SDL
simulator has been implemented as an additional I/O mod-

xInitEnv():
Initialize TSIM
Load application into TSIM

xCloseEnv():
Exit TSIM

xInEnv(Time For Next Event):
TSIM time = Get current TSIM time
If TSIM time < Time For Next Event Then

Continue TSIM until Time For Next Event
SDL system time = Get current TSIM time

Else
SDL system time = Time For Next Event

End if
If there is a signal from TSIM application

Copy signal from I/O module into
new SDL signal SignalIn

Send SignalIn into SDL model
End if

xOutEnv(SignalOut):
Put a copy of SignalOut into signal queue

in I/O module

Figure 9: Pseudo code implementation of the envi-
ronment functions

ule to TSIM. It is mapped into the LEON2 memory space
and can thus be accessed from the application simulated by
TSIM. This I/O module is also linked to the SDL simulation
and provides functions to write into the before-mentioned
signal queue and to check whether the external system sent
a signal into the SDL simulation.

Figure 8 schematically shows the relationships between
the SDL simulator, TSIM library, and the I/O module. The
pseudo code implementation of the four environment func-
tions is given in Figure 9. An example simulation run for an
SDL system that sets a timer periodically every 5 seconds
and sends a signal SigA to the external system upon expi-
ration of the timer is illustrated in Figure 10. The external
system responds to the received signal with the signal SigB
exactly one second after it received SigA.

Furthermore, with TSIM it is also possible to model the
behavior of hardware components that are connected to the
LEON2 processor via the on-chip bus. This enables the sim-
ulation of the system with protocol tasks mapped to hard-
ware. To achieve this, the corresponding functions are re-
moved from the software model and put into a hardware
component. This allows us to study the new timing behav-
ior of the protocol implementation and optimize the hard-
ware/software partitioning until all timing constraints have
been met and the required clock frequency is acceptable.

As an outcome of the hardware/software partitioning we
have identified the frame reception and transmission pro-
cedure, superframe timing control, immediate acknowledg-
ment handling, and parts of the transmission queue to be
designed in hardware. In other words, all the low-level, time-
critical and processing-intensive tasks of the channel access
mechanism have been mapped to the hardware partition.
This corresponds well to the lowest service layer, Transport
Engine, in our SDL model (see Fig. 5). The remaining pro-
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tocol functionality is handled by the LEON2 processor.

3.4 Hardware design
The protocol functionality that has been mapped to hard-

ware in the previous step has been designed in VHDL. An
SDL-to-VHDL compiler for rapid prototyping of SDL sys-
tems has been reported by Bringmann [23]; we have, how-
ever, decided to manually design the algorithms in VHDL
for efficiency reasons. The use of hardware accelerators as an
addition to a general-purpose processor has been reported
previously in the literature (cf. [21], [22]) for wireless MAC
protocol implementations.

As we are targeting system-on-chip (SoC) implementa-
tions, the protocol accelerator becomes a block of our SoC
hardware platform, attached to the on-chip AMBA high
performance bus (AHB). Our hardware platform based on
the LEON2 processor including the protocol accelerator is
shown in Fig. 1.

Additionally, the protocol accelerator has got an interface
to the physical layer implementation, such that the payload
of received and transmitted frames passes through the ac-
celerator and can be processed on the fly. As the hardware
accelerator was designed to be a bus master, it can access
the memory to store or read frame data independently of
the processor.

Figure 11 shows the main components of the protocol ac-
celerator. The tasks performed by each of the main compo-
nents are listed below:

• In receive direction, to retrieve frame data from the
physical layer byte by byte, perform filtering and CRC
check, and to store the data at a given memory loca-
tion by means of direct memory access (components
Rx controller, CRC, and DMA).

• In transmit direction, to retrieve frame data from a
memory location, calculate and append the check sum,

Memory
Controller
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Slave

SchedulerTransmission
queue

Interrupts DMA Protocol
Accelerator

CRC

Rx controller

CRC

Tx controllerBeacon
parser

Physical Layer

Timers

System bus
(AMBA AHB)

LEON2
processor

Figure 11: Hardware architecture of the protocol
accelerator (direct memory access data path high-
lighted).

and to push the data to the physical layer (components
Tx controller, CRC, and DMA).

• To signal a successful reception or transmission of a
frame to the processor by an interrupt (component In-
terrupts).

• To analyze received and transmitted beacon frames
and extract information on channel time allocations
(component Beacon parser).

• To manage a queue of frames that are to be transmit-
ted and to select an appropriate frame for transmission
(component Transmission queue).

• At the start of a time slot or following a frame trans-
mission, to query a new frame from the queue and, in
the case that the frame must be acknowledged by the
receiver, wait for the acknowledgment frame (compo-
nents Scheduler and Timers).

• To perform the backoff procedure in the contention
access period (components Scheduler and Timers).

• To send an acknowledgment at the right time upon
reception of a frame that needs to be acknowledged
(components Scheduler, Timers, and Tx controller).

3.5 Integration and test
The final step in the design flow as shown in Fig. 3 is the

integration of the hardware and software implementations
and a test of the complete system.

The hardware accelerator registers are accessible through
memory mapped I/O, a special memory region is reserved
for the accelerator. Additionally, interrupts are used to sig-
nal events from the protocol accelerator to the processor.
More details on the protocol accelerator design and its in-
terface to software are described in [18].



Table 1: FPGA resources used by the MAC protocol
system.

Resources LEON2 system Difference

Original With accel.

4 input LUTs 11,582 24,034 12,452

Occupied slices 6,828 14,365 7,537

Block RAMs 20 22 2

Equiv. gate count 1,427,060 1,681,651 254,591

We have fabricated the LEON2 processor system includ-
ing the protocol accelerator in a 0.25 µm CMOS technol-
ogy. Prior to the tape out of this chip, we have tested the
complete digital system on two FPGA boards connected by
wires.

4. DESIGN RESULTS
First, we have implemented the LEON2 system and pro-

tocol accelerator on a Xilinx Virtex-II FPGA. This FPGA
is the core of the GR-CPCI-XC2V hardware development
board [6]. The development board also provides RAM, ex-
ternal interfaces, and is clocked at 40 MHz. We have suc-
cessfully tested the complete MAC protocol implementation,
i.e. the protocol software running on the LEON2 processor
and the protocol accelerator, by connecting two such boards
with wires. This emulates a network of two devices. The
wires couple the boards below the MAC layer, data symbols
are transferred serially at a rate of 20 Mbit/s.

Table 1 shows the usage of FPGA resources of the same
LEON2-based system with and without the protocol ac-
celerator. No effort has been made so far to optimize the
hardware design, these are results from a prototypical im-
plementation. Our synthesis results for a 0.25 µm CMOS
technology show that the protocol accelerator occupies an
area of 1.8 mm2. The estimated power consumption of the
complete chip is 15 mW/MHz [20].

In the software part, dynamic memory allocation has been
completely avoided. There are statically allocated pools,
from which SDL signals are taken. By limiting the num-
ber of signals sent into SDL model from the environment—
the application program or protocol accelerator interrupt
handlers—an upper bound for the number of signals that
can be allocated by the SDL processes could be determined
and the sizes of the signal pools have been chosen accord-
ingly.

The overall memory requirements for the software imple-
mentation are roughly 160 kbytes in program memory (text
segment) and 50 kbytes of RAM (data and bss segments).
These relatively high numbers are caused by the complex
protocol behavior, including functions necessary for acting
as PNC, and the 32-bit target processor. Although some
effort has been spent on reducing the memory consumption,
there is still plenty of room for optimization. This has not
been the major focus so far, rather to develop a first working
system. The share of the operating system and SDL tight
integration layer is less than 20 kbytes of program memory.

5. CONCLUSION

We have presented a methodology for the design of com-
plex embedded applications and communication protocols.
An SDL model, which can be simulated and formally ver-
ified, is the first step in the design flow. We use this ini-
tial model throughout the design process; it is subject to
optimizations, integration with an operating system, hard-
ware/software partitioning, and, finally, serves as software
implementation.

We have developed a cosimulation framework that sup-
ports hardware/software partitioning by coupling an SDL
simulation with an instruction set simulator. The effects
of mapping software tasks to hardware can be measured.
Application-specific hardware accelerators relax the timing
constraints and take processing-intensive tasks from the pro-
cessor.

The proposed methodology has been applied to the
design of an IEEE 802.15.3 wireless MAC protocol hard-
ware/software system. It has been influenced by practical
experiences made during this development process. The
successful test of this complex system lets it appear to be
suitable for the design of other wireless, embedded system
applications that need to be reliable and low-power.
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G. Schoof, J.-P. Ebert, “MAC Processor for BASUMA
Wireless Body Area Network,” in J. G. Delgado-Frias
(ed.), Proc. 5th IASTED International Conference on
Circuits, Signals and Systems, 2007.

[21] T. H. Meng, B. McFarland, D. Su, and J. Thomson,
“Design and implementation of an all-CMOS 802.11a
wireless LAN chipset,” IEEE Commun. Mag., vol. 41,
no. 8, Aug. 2003, pp. 160–168.

[22] M. Haroud, L. Blazević, and A. Biere, “HW
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