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Abstract—Coalescence is the problem of isolated mobile robots
independently searching for peers with the goal of forming a
single connected network. This paper analyzes coalescence time
for a worst-case scenario where the robots do not have any
knowledge about the environment or positions of other robots
and perform independent, memoryless search. Using the random
direction mobility model, we show that coalescence time has an
exponential distribution which is a function of the number of
robots, speed, communication range, and size of the domain.
Further, as the number of robots (N ) increases, coalescence time
decreases as O( 1√

N
) and Ω( log(N)

N
). Simulations validate our

analysis and also suggest that the lower bound is tight. This
paper is an extension of [1] where we studied a simplified setting
with a stationary base station that the robots search for and
coalesce to.

I. INTRODUCTION

Communication connectivity is both essential and challeng-
ing for networked mobile robots. While on one hand robot
groups rely on network-wide connectivity for coordination,
on the other hand maintaining connectivity in a large group
of moving robots is hard because connectivity is an inherently
global property. Distributed algorithms to maintain connectiv-
ity constrain the motion of robots and are often expensive in
terms of computation and communication. Another difficulty
is that the communication range for most low power radios
is highly irregular [2] which adds to the unpredictability of
connectivity. Given the high cost of maintaining connectivity,
we are interested in the question - what happens if connectivity
is lost? This situation could arise due to several reasons -
robots could start in a disconnected state, or accidentally lose
connectivity due to failures, or intentionally disconnect for
efficient task completion. The cost of regaining connectivity,
in terms of time and energy spent, should be taken into account
while designing the motion coordination algorithm. If the
cost is high the coordination algorithm should minimize the
chances of disconnections and if the cost is low it should allow
the robots to occasionally disconnect and rejoin the network
after task completion.
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Coalescence is the problem of isolated mobile robots in-
dependently searching for peers with the goal of forming a
single connected network. In this paper, we study the time
taken for coalescence. We consider the scenario where the
robots are memoryless (do not build a map) and do not have
any knowledge of the environment or positions of the other
robots. Each robot performs an independent random search
and when two robots meet, they coalesce into a cluster and
the cluster thereafter sticks together and moves as a single
random walk. This is illustrated in figure 1. While the mem-
oryless model is realistic for large swarms of simple robots,
in several applications robots will be capable of performing
systematic exploration and mapping to speed up coalescence.
The coalescence time in this case is tied to the exploration
algorithm and structure of the domain and the memoryless
random walk provides a simplified worst case study.

While coalescence can be considered a variation of the
rendezvous problem, we use the term coalescence to empha-
size that the communication spread of the clusters increases
as more robots join. As we will show in section IV-C, the
communication spread plays an important role in determining
latency. The basic idea is that robots need not be collocated to
remain connected. If they remain spread out, the disconnected
robots will have a better chance of discovering them. The
coalescence time can be further improved if the clusters form
an optimal shape such as a line and move in a direction
that maximizes the sweep area. This will involve a significant
coordination overhead because maintaining a formation while
moving through an environment with obstacles is challeng-
ing [3]. Therefore we do not make any assumption on the
shape of the cluster.

The outline of the paper is as follows. Section II discusses
related work. Section III presents the problem formulation
and mobility model. In section IV we derive the coalescence
time based on the meeting time of the mobility model. The
coalescence time has an exponential distribution which is
a function of the number of robots, speed, communication
range, and size of the domain. The main challenge in the
analysis is that the time between two clusters hitting each other
depends on the size and shape of the clusters which are both
random and difficult to model. We make several simplifying
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Fig. 1. Illustration of Coalescence for N = 5. The dark red circles represent robots and the yellow discs around them are their communication regions. The
arrows show the random walk steps with the faded discs being the robot positions at the previous time instant. As robots coalesce, the communication spread
of clusters grows and the robots that are still searching have a better chance of hitting it.

assumptions to make the analysis tractable which are validated
using simulations in section V. We are particularly interested
in the asymptotic behavior of the coalescence time with respect
to the size of the network, N . In section IV-C we consider
three extreme scenarios and show that coalescence time is
O( 1√

N
) and Ω( log(N)

N ). One of these scenarios is based on
our earlier work [1] with a stationary base station where
robots coalesce only upon hitting the base station or the
cluster containing the base station. Simulations in MATLAB
(section V) verify these bounds and also suggest that the lower
bound is tight i.e. the coalescence time is Θ(log(N)/N).

II. RELATED WORK

Rendezvous is the problem of multiple mobile robots meet-
ing at a point in an unknown environment. Several distributed
algorithms have been proposed. Some of these assume con-
nectivity [4], [5]. If the communication graph is a Relative
Neighborhood Graph then rendezvous algorithms have been
proposed that can deal with partial communication loss over
some of the links [6]. In the absence of connectivity, the
robots can explore the environment while building a map of
the landmarks [7] where other robots are likely to visit. In
coalescence, the main objective is to attain communication
connectivity as against colocation.

Several algorithms have been proposed to maintain con-
nectivity of a wireless network [8], [9] given that the initial

network is connected. Coalescence algorithms complement
these by providing a way to regain connectivity in the event
of failures. In [10], the variation in connectivity of a network
of robots performing random walks on a lattice has been
analyzed. Recently, the role of mobility in increasing sensing
coverage of a network has been analyzed [11]. In particular,
it has been shown that the time taken to detect an intruder
decreases in comparison to a static network. In delay tolerant
networks, mobile nodes are disconnected most of the time
and communicate when they are within communication range
of each other. To study the routing delay, the motion of the
mobile nodes is modeled as a random mobility model. In both
the above cases, achieving connectivity is not the goal and the
nodes continue moving after an intruder is detected or message
is exchanged.

In random walks literature, a coalescing random walk
refers to a system of particles that coalesce when they hit
other particles while performing a random walk [12]. Several
asymptotic properties such as the time for convergence have
been analyzed. Here, a group of coalesced particles is equiv-
alent to one particle and this analysis does not capture the
increase in communication spread.

III. PROBLEM STATEMENT AND MODELS

We are interested in the following problem.
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Fig. 2. Illustration of random direction mobility model, RM . The blue cone and dark red circle are a stationary node and the isolated robot respectively
along with their communication discs. The light yellow region is the area that the robot has “covered” in its search for the stationary node.

Given N isolated mobile robots placed at unknown
locations within a bounded domain D ⊂ <2, how long will it
take for them to coalesce into a single connected component?

The goal of coalescence is to reach a state where all
robots can communicate with each other either directly or via
other robots. Clearly, coalescence time will be depend on the
communication and mobility models of the robots. We use the
following models.

A. Communication Model

All robots have a uniform binary disk communication with
range R i.e. two robots can communicate with each other if
and only if the distance between them is less than R. We say
that two robots “encounter” or “hit” each other when they are
within communication range R and at some time t ≥ 0 the
area that a robot has “covered” is the union of the area that has
been within its communication range at 0 ≤ t′ ≤ t (figure 2).

B. Mobility Model

Each robot performs an independent random search for
other robots. The motion strategy is a simplified version of
the Random Direction model [13]. It is defined as follows
(figure 2). At each time step the robot

1) chooses a direction θ uniformly in [0, 2π)
2) moves in direction θ with a constant speed v for a

constant distance l.
The random direction model results in a uniform stationary
distribution.

At any point of time if two robots meet, they form a single
cluster i.e. stay connected to each other and move together
following the same path. Similarly when two clusters meet
they coalesce to form a single cluster. Note that this interaction
model does not affect the uniform stationary distribution of the
clusters.

C. Domain Model

For ease of analysis we assume that the domain is a torus.
A more realistic boundary condition is the reflecting model
where the robots bounce back on hitting a boundary. However,
it is known that both the torus boundary condition and reflect-
ing boundary condition retain the stationary distribution of

robots [14]. Since stationary distribution is the only condition
we require of the torus boundary condition our analysis is
valid for the reflecting boundary condition.

IV. COALESCENCE TIME ANALYSIS

Coalescence time (CT ) is related to the time elapsed
between robots meeting each other. Therefore to model coales-
cence time, we must first understand the statistics of encounter
times between robots, called hitting time (HT ) and meeting
time (MT ).

Definition 4.1: The hitting time of a mobility model is the
time until a robot following the mobility model encounters a
static robot. If robot i moves according to the mobility model
and robot j is static, HT = mint{t : ‖Xi(t)−Xj‖ ≤ R}.

Definition 4.2: The meeting time is the time until two
robots following the same mobility model meet. If j also
follows the mobility model described above and starts from
its stationary distribution, the meeting time between i and
j is the time before their first encounter. MT = mint{t :
‖Xi(t)−Xj(t)‖ ≤ R}

We will now derive the hitting time and meeting time for
our mobility model.

A. Hitting Time

Let robot i move according to the random mobility model
and let α(t) represent the fraction of domain area covered by
the communication disk of i from time 0 to t. We can assume
that this area is uniformly distributed in the domain. Then the
new area covered in the (t+ 1)th time step is proportional to
the fraction of uncovered area in D and is given by

α(t+ 1)− α(t) ≈ (1− α(t))
2R`
A(D)

(1)

where A(D) is the area of the domain. Solving the recur-
sion, we get

α(t) ≈ 1−
(

1− 2R`
A(D)

)t
(2)

If j is a stationary robot placed at a random position chosen
uniformly in the domain, the probability of hitting j at time
t is equal to the fraction of the domain area covered by i,



Fig. 3. Verification of analytical model for kth meeting time, MT N
k derived

in equation (9) for N = 100, l = 100, and R = 20 averaged over 100 runs

α(t). Therefore the hitting time has the same exponential
distribution as α(t) with mean

E[HT ] =
A(D)
2R`

(3)

Note that as expected, the hitting time is a function of the
area of the domain, communication range, and speed (step
length).

B. Meeting Time

If both i and j start at a random positions chosen uniformly
in the domain and follow the random mobility model, then the
meeting time will follow the same exponential distribution as
the hitting time with mean E[MT ] = E[HT ]/v̂ [15] where v̂
is the normalized relative speed given by

v̂ =
‖~vi − ~vj‖

v
(4)

If θ is the angle between the velocity vectors of i and j,
then v̂ can be computed as

1
2π

∫ 2π

0

√
(1 + cosθ)2 + sin2θ dθ = 1.27 (5)

For N = 2, the coalescence time CT is the meeting time.
E[CT (n = 2)] = E[MT ] = E[HT ]/1.27.

C. Coalescence Time

Let MTN1 ≤ MTN2 ≤ · · · ≤ MTNk ≤ · · · ≤ MTNN−1 be
the 1st, 2nd, · · · , kth, · · · (N−1)th meeting times in a network
of size N . The coalescence time CT (n = N) = MTNN−1.

We will now find an expression for the kth meeting time
MTNk . The first hitting time is the minimum of

(
N
2

)
meeting

times between the different pairs of robots. Since each of these
is independent and has an exponential distribution,

E[MTN1 ] =
1(
N
2

) · E[MT ] =
2

N(N − 1)
· 1

1.27
· A(D)

2R`
(6)

t = MTN1 , there are N−1 clusters with 1 cluster consisting
of two robots and N−2 clusters consisting of 1 robot each. At
t = MTNk , there are N−k clusters in the domain. The number
of robots in each cluster is a random variable. At t = MTNk+1

two of these N−k clusters meet and coalesce to form a bigger
cluster. We expect that the time elapsed between clusters
meeting will also have an exponential distribution similar
to the first meeting time MTN1 . The challenge is that this
meeting time will depend on the size and shape of the clusters
which is difficult to estimate. Even if we know the number
of robots in each cluster, the shape will still be random. We
will make a simplifying assumption that all clusters have the
same size. Further, we assume that the expected shape of
the cluster is a disc since clusters coalesce in all directions
with equal probability. We validate these assumptions using
simulations in MATLAB described in section V. The meeting
time derived based on these assumptions is surprising close
to the simulation results (figure 3). Based on equation (6) we
write the following

∆MTNk+1 = MTNk+1 −MTNk

E[∆MTNk+1] =
2

(N − k)(N − k − 1)
· 1

1.27
· A(D)

2Reff `
(7)

where Reff is the effective radius of the clusters. Reff
depends not only on the size of the clusters but also the shapes.
At t = MTNk , there are N − k clusters. If we assume that
the area of a cluster grows linearly with the number of robots
the the total area of all clusters at t = MTNk is NπR2 −
kβπR2. Therefore the area of each cluster C at t = MTNk is
A[Ck] = πR2(N−kβN−k ) where 0 ≤ β < 1 is a constant. For the
optimal case when robots are at a distance from R of each
other, β ≈ 0.2. Approximating the shape of each cluster as
a disc, we get Reff =

√
N−kβ
N−k . Substituting in the above

equations we have

E[∆MTNk+1] ≈ 2
(N − k)(N − k − 1)

· E[MT ]√
(N−kβN−k )

(8)

E[MTNk ] =
k−1∑
0

E[∆MTNk+1]

=
k−1∑
0

2
(N − k − 1) · (N − k)

E[MT ]√
(N−kβN−k )

(9)

We now have an expression for coalescence time in terms
of the number of robots, N and the expected meeting time
E[MT ] which in turn is a function of size of the domain D,
communication range, R, and step length or speed `.

E[CT (n = N)] = E[MTNN−1] =
N−2∑

0

E[∆MTNk+1]

=
N−2∑

0

2
(N − k − 1) · (N − k)

E[MT ]√
(N−kβN−k )

(10)



The asymptotic behavior of the coalescence time as the
number of robots N increases is not clear from the above
expression. Therefore we will consider three cases where the
analysis is tractable. In the first case, we will assume that the
communication area of clusters does not change when robots
join i.e. every cluster is a disk of πR2 irrespective of the
number robots it contains. As expected this case gives a very
loose upper bound on the coalescence time. Second, we will
assume that there is only one cluster that robots coalesce to
upon hitting and ignore interactions between all other clusters.
This case is equivalent to the stationary base station case
studied in [1] and gives us a O( 1√

N
) upper bound. Lastly,

we will derive a lower bound using an idealized case where
the number of clusters decreases exponentially with time i.e. at
each meeting time, every cluster coalesces with exactly one
other cluster.

Case 1: Ignoring area growth

At t = MTNk there are N − k clusters each of which has
a disc shape of radius R. Substituting Reff ≥ R in equation
(8) we get

E[∆MTNk+1] ≤ 2
(N − k)(N − k − 1)

· E[MT ]

E[MTNN−1] =
N−2∑

0

E[∆MTNk+1]

≤
N−2∑

0

2
(N − k − 1) · (N − k)

· E[MT ]

=
N−2∑

0

2(
1

N − k − 1
− 1
N − k

) · E[MT ]

= 2(log(2)− log(N) + log(N − k + 1)) · E[MT ] (11)

We get, E[CT (n = N)] = E[MTNN−1] ≤ log(2) · MT
i.e. the coalescence time is at most a constant times the
meeting time irrespective of the size of the network. As we will
see in the simulation results, this is a very loose bound for the
coalescence time which means that the communication area
growth plays an important role in decreasing the coalescence
time.

Case 2: Single cluster

Suppose there is one special robot in the network that
robots coalesce with upon meeting. Encounters between all
other clusters do not affect the random motion of robots
and in particular, do not result in robots coalescing. This
simplifies analysis because the number of robots in different
clusters is no longer random. At time t = MTNk , there is 1
cluster consisting of k+ 1 robots and N − k− 1 single-robot
clusters. This scenario was analyzed in detail in [1] where
the “special robot” is called a base station. Again, we assume
that the area of a cluster grows linearly with the number of
robots. At t = MTNk , the cluster Ck contains k robots and
A[Ck] = πR2(1 + βk) where 0 < β ≤ 1 is a constant.
Since robots can join the cluster in all directions with equal

probability, we approximate the shape of the cluster as a disk.
This give us Reff =

√
1 + β · k · R. At t = MTNk , each of

the N − k − 1 isolated robots are uniformly distributed and
have an equal chance of meeting the cluster. Therefore the
time before the MTNk+1 is the minimum of the N − k − 1
meeting times.

E[∆MTNk+1] ≤ 1
(N − k − 1)

· E[MT ]√
1 + β · k

E[MTNN−1] =
N−2∑

0

E[∆MTNk+1]

≤
N−2∑

0

1
(N − k − 1)

1√
1 + β · k

· E[MT ]

≈
∫ N−1

0

(
1

(N − x− 1)
1√

1 + β · x
· E[MT ]

)
dx

=

2 · tanh−1(
√
βx+1√

Nβ−β+1
)

√
Nβ − β + 1

N−1

0

= Ω
(

1√
N

)
(12)

Case 3: Simultaneous meeting

We will now derive a lower bound on coalescence time
by considering an extreme scenario where at each meeting
time, every cluster simultaneously hits one other cluster. Let
N = 2p.

E[∆MTNk+1] =
1(

2p−k

2

) 1
2k
· E[MT ]

=
1

2p−k · (2p−k − 1)
1

2k−1
· E[MT ]

E[MTNN−1] =
p−1∑
0

1
2p−k · (2p−k − 1)

1
2k−1

· E[MT ]

= 2−p · p · (log(2)− 1) · E[MT ]

= Θ
(

log(N)
N

)
(13)

In the next section we will verify these bounds through
simulations.

V. SIMULATION RESULTS

Simulations were conducted in MATLAB to verify the
analysis. The domain used is a 2D torus. The parameters to the
program are number of robots N , step size `, communication
rage R and torus side T . The robots start at random positions
uniformly distributed over the torus. Every robot picks a
random direction and moves with a uniform speed of 1 unit per
time step. At each time step, the robot checks if it is within a
distance R of another robot, in which case, the robots coalesce
and follow the motion of the robot with the smallest ID. After
` time steps, each cluster picks a new direction. The simulation
stops when there is only one cluster.



(a) (b)

Fig. 4. The mean Coalescence Time is bounded by O( 1√
N

) and Ω(
log(N)

N
). The graphs shows the coalescence time(CT ) as a function of network size(N )

averaged over 200 runs with l = 100 and R = 20 on a (a) linear and (b) log scale.

We first verify the model for meeting time (equation (9)).
This expression was was based on three simplifying assump-
tions 1) the clusters sizes are close to uniform, 2) the shape
of the clusters is close to circular and 3) the area of a cluster
grows linearly with the number of nodes. The results from
simulation plotted in figure 3 are very close to the analytical
expression and validate our model.

Our next set of experiments simulated Coalescence and
measured Coalescence Time as a function of N . Figure 4
compares the mean Coalescence Time to the analytical expres-
sions derived above. Our objective is to compare the shapes
of the curves and the constants in the expression were found
empirically. We see that the coalescence time has bounds of
O( 1√

N
) and Ω( log(N)

N ).

VI. CONCLUSION

We consider the problem of coalescence, i.e. isolated robots
independently searching for peers and forming a single con-
nected component. Coalescence strategies can complement
algorithms for robot collaboration that require a connected
network. In the absence of localization or any information
about the environment, the robots can perform a simple
random walk search till they are within the communication
range of other robots. We show using probabilistic analysis
that for such a strategy, Coalescence Time has an exponential
distribution which is a function of the number of robots,
speed, communication range, and size of the domain. Further,
it decreases as O( 1√

N
) and Ω( log(N)

N ) with the number of
robots, N . Even though the analysis is approximate, there is
a surprisingly good match with the simulation results.
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