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Abstract—In modern multi robot systems, wireless any-to-any
communication in combination with highly dynamical network
topologies are prerequisites for mobile robots to accomplish
complex tasks. This work presents a protocol for steering and
controlling a small size helicopter. It fully supports the easy
integration into an internet protocol based mobile ad-hoc wireless
network, as well as several security and safety issues as it is
required for a reliable and robust teleoperation of an unmanned
aerial vehicle. The requirements of a helicopter control protocol,
as well as implementation and design details on a safe and robust
teleoperation are described. Besides these implementation details,
also real hardware tests are evaluated to show the seamless
functionality and performance of the helicopter control protocol
in combination with ad-hoc on demand distance vector routing
(AODV) inside the mobile ad-hoc network. It could be proved,
that the proposed application protocol for steering a small size
helicopter could be used in combination with AODV and relevant
parameters for a reliable communication are identified.

I. I NTRODUCTION

During the last years, advances in the fields of commu-
nication, miniaturization, and computer science enabled the
robotics community to formulate more and more complex
tasks and scenarios for multi robot systems with real mobile
robot hardware. Important features of current multi robot
systems are a reliable any-to-any communication in combi-
nation with a highly dynamical network topology in terms of
changing the location of nodes as well as a variable number
of nodes inside the network. Several systems of rovers with
autonomous functionalities [1], groups of unmanned aerial
vehicles [2], as well as heterogeneous multi robot systems
were proposed. Often, standard IEEE 802.11 wireless LAN
(WLAN) is used as underlying technology. For ground based
systems Chung [3] presented a testbed for a network of mobile
robots. With respect to unmanned aerial vehicles (UAVs), [4]
presented a system using an access point running in WLAN
infrastructure mode onboard the UAV. [5] presented a system
for communication between a ground station and a UAV
using WLAN in combination with a high-gain antenna and
radio modem. Nevertheless, not only WLAN is used as radio
technology. MARVIN, a helicopter with certain autonomous
functionalities uses the DECT technology for communication
[6]. As these multi robot systems aim to enable a reliable
communication between all network nodes, several approaches
are used to provide connectivity. In [7] and [8], a distributed

shared memory is implemented. Each robot is connected to its
dedicated ground station and the ground stations are connected
via network.

The mentioned research realized a reliable radio com-
munication within robot and control PC, but often ad-hoc
capabilities were not present. The progress in available tech-
nologies supporting ad-hoc network functionalities provides
researchers a fast networking of several mobile robots with
different capabilities. Each robot is a mobile node of this
network and thus the network topology can change very fast.
Therefore, reliable mechanisms for routing inside these ad-
hoc networks are a prerequisite for robust communication
among the robots. Research in the sector of telecommunication
evolved many (more than 70) different routing protocols for
ad-hoc networks. In general there are two popular protocol
families providing the majority of the existing approaches:
pro-active and reactive ad-hoc routing protocols. In addition,
there exist numerous routing protocol families like hybrid,
hierarchical, power aware, and many more.

Fig. 1. Any-toany communication between all network nodes.
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Pro-active routing protocols always keep an updated list of
the network destinations. This list is periodically broadcasted
throughout the the network. But there exist some disadvan-
tages, too. As also unused routes are maintained in the routing
table and the routing table is transmitted periodically, some
of the available bandwidth is wasted. In addition, some pro-
active routing algorithms might not be the best choice for large
networks due to problems in scalability. Some well known pro-
active routing protocols are Destination-Sequenced Distance
Vector (DSDV) [9] or Optimized Link State Routing Protocol
(OLSR) [10]. In contrast to pro-active routing protocols,
reactive protocols start the route discovery on demand. Thus,
a delay in finding this route cannot be avoided. Well known
reactive routing protocols are Ad-hoc On-demand Distance
Vector (AODV) [11], Dynamic Source Routing (DSR) [12],
and Dynamic NIx-Vector Routing [13]. With respect to the
use of ad-hoc routing protocols for the networking of mobile
robots, several issues are of importance. Usually, different
traffic types with different characteristics and requirements
are present. On one hand, the communication link is used to
transmit commands of human operators from control stations
to several robots and for sending sensor data from the robots
back to the ground station. Usually, the traffic generated by
commands consists of small packets which are often sent
periodically. Traffic caused by sensors might be very different
– form small data packet containing only some bytes of data
up to large data sets (e.g. generated by laser scanners), video
streams, or even voice communication. On the other hand,
the ad-hoc network of mobile robots might be used for the
transmission of control commands and sensor data feedback
for controllers. In this case, the network is really a part of
the control process and must fulfill a set of constraints. The
highly dynamic topology of a network of mobile robots might
cause delays due to route discoveries or communication losses.
This work presents the use of an application protocol for
controlling or steering a small size helicopter used in an ad-
hoc network which connects several mobile robots. Several
effects of multi-hop communication (e.g. delays and packet
loss during reestablishing a route) and their effects on the
robustness of the helicopter control/steering protocol and the
UAV tele-operation are investigated.

The work is organized as follows. Section II describes
the requirements for a communication protocol for control-
ling/steering a small size helicopter. In Section III, imple-
mentation details of the helicopter which are relevant for the
protocol design and the features of the implemented protocol
are are presented. Section IV gives details on the integration
of the helicopter into the ad-hoc network. In Sections V and
VI tests related to safety and robustness in different scenarios
and the results of these tests are presented. A conclusion is
given in Section VII.

II. REQUIREMENTS OF ACOMMUNICATION PROTOCOL

FOR CONTROLLING AND STEERING A HELICOPTER

Remote controlling a helicopter is a very difficult issue
concerning security aspects and becomes even more complex

if an ad-hoc network connects the remote pilot or the ground
control station to the helicopter. The communication protocol
for controlling a helicopter should provide a reliable mecha-
nism for the transmission of sensor data and command packets.
To allow a safe operation of the UAV, several requirements
onboard the helicopter, at the PC of the ground control station,
as well as for the communication itself must be fulfilled.

A. Security Issues

The most important requirement of the control protocol
is related to security issues. While using a radio link for
communication, a loss of the connection is always possible.
Thus, a communication dropout has to be detected fast and
reliably, and a secure reestablishing of the communication
between control PC and helicopter must be possible. In
addition, the user must be informed and the helicopter must
stay in a stable and safe condition – e.g. stationary hovering.
After reestablishing the communication link, the status ofthe
helicopter and the control PC must be synchronized to provide
valid data to the user.

Besides these aspects of operational security, also security
aspects with respect to user management, prevention of mis-
use or intrusions, and encryption of connections should be
possible.

B. Integration into existing Computer Networks

Besides the above mentioned security issue, the helicopter
and the control PC should be integrated into a network of
mobile robots. In current research projects, several network
topologies – starting form wireless LANs using infrastructure
mode and several access points up to wireless ad-hoc networks
using different ad-hoc routing protocols – were used [3],
[4], [5], [6], [8]. Often, these networks uses standard IP
based communication together with WLAN. An advantage of
WLAN is the availability of a relatively high bandwidth and
the high flexibility in integrating new protocols or extend fea-
tures of available protocol implementations. As currentlythe
cooperation of several vehicles is very important, challenging
problems like nodes acting autonomously as communication
relay, a highly dynamic and variable network topology (some
network nodes may leave of join the network at any time),
routing problems, and several data streams and sources with
different bandwidth requirements have to be solved. Often,
ad-hoc capabilities must be present.

C. Hardware Compatibility and Availability

Furthermore, aspects like cost efficient hardware compo-
nents, independence from a single manufacturer, compatibility
of new and old hardware (e.g. IEEE 802.11g vs. 802.11b),
availability of development libraries, open protocol stacks for
low level implementations, and easy integration in existing PC
networks must be considered. Also physical aspects like power
consumption and the range of the radio link is an important
decision criterion and closely related to the planned scenario.



D. Support Features of the Helicopter

In general, each protocol for controlling and steering of a
specific robot is a specially designed interface to provide a
set of basic functionalities, and in addition support special
features of the used mobile robot. The presented protocol is
mainly used to send sensor data from the helicopter to the
ground control station and for transporting commands from the
ground control station PC to the helicopter. As the helicopter
provides two different operation modes – the joystick mode,
and the task mode (see Section III-A) – the command data
generated by the ground station has different characteristics in
packet size and the frequency of the packets sent. In addition,
several ground control stations should be able to connect tothe
helicopter for retrieving data but only one dedicated control
station should be in command of the helicopter.

III. I MPLEMENTATION DETAILS

The presented helicopter control protocol is used in an
environment which allows any to any communication between
all network nodes like mobile robots, UAVs, or humans with
a PC or PDA (cf. Figure 1). Therefore, a WLAN running in
ad-hoc mode is used. Each robot and UAV is equipped with a
PC architecture and a standard TCP/IP and UDP/IP protocol
stack.

Fig. 2. Hardware of the helicopter.

A. Helicopter

The Helicopter is a modified version of a commercial re-
mote controlled helicopter. It is equipped with several sensors
for determining its position, velocity and orientation [14] (cf.
Figure 2). The onboard data processing is done by a low power
PC with a SUSE Linux as operating system. Communication
to the control PC is realized via standard WLAN components.
Furthermore, a radio link in the 35 MHz band based on

standard remote controlled model helicopters is availablefor
a manual flight in emergency situations. The control PC runs
a helicopter control software which displays the transmitted
sensor data and sends control commands to the helicopter. The
communication between helicopter and ground station is based
on standard 802.11 WLAN and is described more detailed in
the following sections.

As the presented protocol and the status of the communi-
cation has a major impact on the behavior of the helicopter,
at first some aspects of the helicopter control software must
be explained. The helicopter provides two flight modes for
the user. The joystick mode provides a simple steering of
the helicopter velocities in all directions. Here, the useris
supported by a flight assistance system which keeps the
helicopter in a stable condition. The second operation mode
(task mode) supports the transmission of a mission with a
list of waypoints which the helicopter visits on its flight path
autonomously.

The helicopter flight control has a simple finite state
machine (FSM) implemented which provides the features
mentioned in Section II-D. The following paragraph gives
a short overview of this FSM onboard the helicopter. The
FSM of the control software has five states the helicopter can
use:Not Initialized, Locked Hover, Unlocked Hover, Joystick
Mode, andTask Mode(see Figure 3). After starting the onboard
software, the helicopter enters theNot Initializedstate. In this
state, no commands for the helicopter will be accepted due to
a missing connection to a control PC. After the initialization
procedure, the helicopter enters theLocked Hovermode and
a connection to an available control station is established. In
the Locked Hovermode, the helicopter keeps its position and
altitude and waits for theunlock-commandfrom the control
PC to enter theUnlocked Hovermode. During theUnlocked
Hover mode, the helicopter holds its pose and waits for
commands to enter either theJoystick Modeor theTask Mode.
If the helicopter is inJoystick Mode, Task Mode, or Unlocked
Hover mode and the connection to the control PC is lost, it
immediately switches to theLocked Hovermode.

B. Control and Steering Protocol

As the integration of the helicopter communication into
existing computer networks is a main objective, the helicopter
control protocol is based on the ISO/OSI layer model. To
provide a maximum of compatibility to communication via
Ethernet and WLAN and for also supporting the special
features of the helicopter (e.g.Joystick or Task mode), the
helicopter control protocol is located at the application layer
of the ISO/OSI model. At layer four, the possibilities of using
UDP or TCP were analyzed. For the following aspects, the
implemented helicopter control protocol uses UDP as transport
protocol:

• Packet retransmissions of sensor data is often not
useful: As the sensor data should be transmitted peri-
odically, the retransmission of a lost packed will result
in transmitting old sensor data which is of course not
important for the tele-operator.



Fig. 3. State diagram of the helicopter.

• Distributed network architecture with several control
PCs: Using a UDP socket, packets from different stations
can be received. Thus, several network nodes can request
sensor data from the helicopter to this specified UDP
socket. Furthermore, the helicopter can join the existing
network via broadcast or multicast. Thus, UDP allows
that several stations are listening to sensor data while
only one station is in command of the helicopter.

• Only a small amount of data which has to be transmit-
ted reliably: As only some packets have to be transmitted
reliable, UDP is the easiest implementation approach. For
the small amount of data being sensitive on packet loss,
a separatedReliable Channel(cf. Section III-B1) with a
very simple functionality is implemented.

• Blocking of internal buffers by data which is sent
periodically: As a disturbed TCP connection will reduce
the throughput, internal sending buffers will be filled with
old sensor data. These old packets cannot be removed
from the queues and they are blocking and delaying
newer data.

• Joystick Flight Mode: The Joystick Flight Mode enables
a user to control the helicopter’s velocities in all direc-
tions via a normal joystick. Onboard systems provide the
required flight assistance so that the user has no need to
keep the helicopter in a stable condition. The complete
system can be considered as a control loop for the
helicopter’s velocities in all three directions, whereas the
user is the controller giving commands based on sensor
data provided through the control PC. As the control
PC continuously sends commands to the helicopter, a
packet loss is not as dangerous as repeating old packets

with obsolete control commands. For this reason, a TCP
connection must not be used as delay caused by packet
retransmissions may result in a non controllable situation
for the remote user.

• Loosing the WLAN connection causes long delays
due to timeouts: In case a TCP connection is lost and
cannot be reestablished, the system will detect the loss of
connection after a certain timeout (more than 5 seconds).
During this time, it is not possible to connect again to
this TCP socket.

As a real flow control and reliable transmission of all
packets (like it is implemented in TCP) is not required in
the current design, the advantages of using UDP preponderate
the disadvantages. In case an acknowledged transmission of
packets is necessary, the mechanism of the implementedReli-
able Channel(see Section III-B1) can be used. Nevertheless,
using standard UDP provides full compatibility towards lower
layers of the ISO/OSI model (e.g. internet protocol (IP) at
layer three). This allows encryption mechanisms like the use
of a virtual private network (VPN) to fulfill security aspects.
Additionally, already existing ad-hoc routing protocols like
AODV [11], or DSDV [9] can be used in combination with the
presented helicopter control protocol. Sections V and IV will
give more details on the performance of the presented protocol
in combined use with the ad-hoc routing protocol AODV.

The presented helicopter control protocol uses packets of
variable length. The header consists of two parts, a mandatory
section with transport information (cf. Table I) and an optional
part in case theReliable Channelis used (cf. Section III-B1
and Table III).

BIT NAME DESCRIPTION

0-3 VER version of the protocol
4-7 PRI priority of the packet
8 R CH set if the simple reliable channel should be used

9-13 - reserved
14-23 LEN size of packet including header and payload
24-31 TX ID unique ID of the sender
32-39 RX ID unique ID of the recipient
40-... data

TABLE I
HEADER WITH TRANSPORT INFORMATION.

The payload consists of twenty different command packets
of variable size (cf. Table II).

The KEEP ALIVE REQ and KEEPALIVE RESP pack-
ets are used to detect a communication loss (see Section
III-B2. Packet types 2-8, 12, 13, 15, and 16 are used for
exchanging status information between helicopter and ground
control station PC, whereas STATUSRES TRI (packet type
5) is sent periodically by the helicopter. While the helicopter is
in theJoystick Mode, JSTK CMD packets are accepted. In the
Task Mode, TASK UPLOAD and TASK STAT INF packets
are exchanged. For the initialization between helicopter and
control PC, INIT packets are used (cf. Section III-B3). The
HELI HELLO packets are sent from the helicopter via broad-



ID NAME SIZE (BYTES) RELIABLE CHANNEL

0 KEEP ALIVE REQ 11 no
1 KEEP ALIVE RESP 11 no
2 TIME REQ 11 no
3 TIME RES 17 no
4 STATUS REQ 9 both
5 STATUS RES TRI 15 no
6 STATUS RES REQ 16 both
7 UNLOCK REQ 11 yes
8 UNLOCK RES 19 no
9 JSTK CMD 28 no
10 TASK UPLOAD >7 yes
11 TASK STAT INF 1 yes
12 GS INF REQ 1 no
13 GS INF RES 2 no
14 INIT 4-20 no
15 CONF REQ 1 no
16 CONF RES 1 no
17 HELI HELLO 1 no
18 WARNING 10 no
19 ERROR 10 no

TABLE II
COMMAND PACKET TYPES.

cast or multicast into the network and they are used to disclose
the helicopter details to all network nodes.

1) The Reliable Channel:As mentioned already above,
UDP is not designed for reliably transmitting packets. Usually,
the sender receives no feedback from the receiver whether
a packet was transmitted sucessfully or lost. With respect to
the requirements of the helicopter control protocol, a reliable
transmission of packets is only necessary for a few packet
types (cf. Table II) in special situations. For this reason,a
special mechanism calledReliable Channelis implemented in
the helicopter control protocol. The mechanism is designed
very simple. In case senderA transmits a packet to stationB
via the reliable channel, receiverB sends an acknowledgment
packet (the ACK-flag of theReliable Channelheader is set)
with the sequence number of the received packet in the
SEQ LRX field. StationA now knows the sequence number of
the last packet which was transmitted correctly and can initiate
retransmissions if required. TheReliable Channelassures
successful transmissions of packets and has no functionalities
implemented to replace the complete traffic flow control of
TCP.

2) Detection of a communication loss:The possibility of a
communication loss is always present and the communication
can also be lost asymmetrically. This means, station A can
send packets to station B successfully, whereas the return
link from station B to station A is broken. To recognize a
communication loss reliably, both stations – in our case the
helicopter and the ground control PC – monitor the status of
the communication link. Helicopter and the ground control
station periodically send HELIHELLO packets every80ms

to keep the communication status updated. In case the heli-
copter receives no new HELIHELLO packets in an interval
of 2 seconds, the helicopter considers the communication link
broken. In this case, theLocked Hoverstate is entered and
the unlock process is required (refer to Subsection III-B3) to

BYTE BIT NAME DESCRIPTION

0 0 ACK indicates an acknowledgment neverthe-
less, it can contain data

0 1 ACK REP indicates a packet loss after the packet
with the sequence number given in
SEQ LRX

0 2 NO DATA in case NODATA = 1, this packet is
only an acknowledgment without data

0 3-7 - reserved
1-4 SEQ LRX contains the last sequence number of a

correctly received packet
5-8 SEQ RX sequence number of this packet
9-10 RX WND shows the size of the free memory of

the remote station

TABLE III
HEADER WITH INFORMATION FOR THE RELIABLE CHANNEL.

leave this state. In case only the ground station recognizes
a time out of the HELIHELLO packets received from the
helicopter, the user is notified. In this case, the helicopter will
not necessarily change its own status as the HELIHELLO
packets to the helicopter might be submitted successfully.

3) Initialization and Unlock process:In general, there exist
two different connection procedures for the synchronization
between helicopter and ground control station – a complete
initialization and a reestablishing of a broken connection. A
complete initialization is necessary for the first connection
between helicopter and control PC (cf. theinit transition from
stateNot Initialized to Locked Hoverin Figure 3). Thisinit
process is used to exchange and update the sequence numbers
of the status data and the reliable channel. The initialization
is always started by a control station. It is also necessary to
provide a reliable initialization in case more than one control
station started theinit procedure at the same time. As, due to
simultaneously startedinit procedure attempts, the packets of
these attempts can be mixed, the packets of eachinit process
have to be associated to the corresponding attempt. Therefore,
the ground control station selects a unique value and includes
it to the init packet. The corresponding reply packet of the
helicopter then also includes this value and the ground station
can identify theinit packets of the corresponding initialization
attempt.

The init process itself has four simple steps:
1) The helicopter has a counter which is incremented by

one for each successful initialization. The ground station
requests this counter from the helicopter.

2) The helicopter sends a reply containing this counter
value.

3) The ground station now requests the initialization which
corresponds to the counter value exchanged in the step
before and sends its own sequence numbers of the status
data and the reliable channel.

4) In case the initialization procedure is successful, the heli-
copter replies by sending its own sequence numbers for
status transmission and reliable channel. Furthermore,
the initialization counter will be incremented by one and
the state of the FSM is changed toLocked Hover. In case



the init procedure fails, an error message is sent to the
control PC.

If a broken connection to an already initialized helicopter
should be reestablished, anunlock procedure (cf. transition
from Locked Hover to Unlocked Hover in Figure 3) is
performed. Therefore, theReliable Channelis used as its
sequence numbers are still synchronized. The control station
sends only its current sequence numbers of its joystick and
status packets. The helicopter itself replies by sending its
corresponding sequence numbers.

IV. I NTEGRATION INTO AD-HOC NETWORKS

The above presented helicopter steering protocol is placedat
the application layer of the ISO/OSI reference model and thus
can use all available features provided by the layers below.
In a wireless network with a static topology, an existing route
between helicopter and ground station will not be changed and
the helicopter control protocol works reliably. In worst case,
a connection is lost and the procedures described in Section
III-B3 have to be performed. Considering a high mobility of
the network nodes (cf. Section II), possible negative effects
caused by the changing topology must be considered. In this
case, a loss of an existing communication to a network node
not necessarily means a completely unreachable destination. It
might be possible that another route through the wireless net-
work still exists. Ad-hoc routing protocols provide a solution
for these scenarios and also imply some potential sources for
integration problems. The most important aspects with respect
to the described helicopter control protocol are the required
time for establishing an alternative route, the end-to-enddelay
between helicopter and control station, and the packet loss
during the route reestablishment.

For the investigated test scenarios, AODV is used as ad-
hoc routing protocol. AODV uses routing tables containing
information about a destination, the next hop to reach this
destination, the number of nodes to reach this destination and
some more information about the status of a route. It uses three
different types of messages Route Requests (RREQ), Route
Replies (RREP), and Route Errors (RERR) for distributing
routing information. As soon as a route to an unknown
destination is requested, the source sends a request RREQ via
broadcast and the route is discovered after the RREQ reached
the destination or a node which knows the destination. The
destination sends a RREP back to the requesting source node
via the same route used from source to destination. A loop
is prevented by using sequence numbers. Each node monitors
the status to its neighbors. As soon as a link is lost, RERR is
sent as error message containing the unreachable node.

With respect to the combined use of AODV and the
helicopter steering protocol, two important aspects will be
analyzed while increasing or decreasing the hop count between
source and destination. First, the packet loss and second, the
packet loss probability and the change in the delay during
this event. Considering the rerouting, it may happen that the
connection will be lost for a period longer than 2 seconds
(which is always possible while using a radio link) or a number

of packets will be lost for a certain time. In these cases the
helicopter control protocol must react robust and keep the
FSM onboard the helicopter in a defined state. The helicopter
control protocol has a timeout∆tcl of 2 seconds before a
link is considered broken and the helicopter enters theLocked
Hover mode. Single packet losses and communication gaps
shorter than 2 seconds should not affect the helicopter steering
protocol.

V. TEST SCENARIOS

Fig. 4. Test-scenario for communication via relay.

The presented test scenario is used to show the behavior of
the helicopter steering protocol in combination with AODV.
Therefore, three network nodes are used. Node 1 is the control
station PC, node 2 is a communication relay, and node 3 is the
helicopter. All nodes have AODV-UU version 0.9.3 [15] [16]
running which is RFC3561 compliant. For all tests, AODV is
used with the standard parameter setting.

The test setup is shown in Figure 4. The helicopter will
move from the control PC into the area without a direct com-
munication to the control station. The direct communication
between helicopter and control PC must be changed to a relay
communication via node 2. Measurements for determination
of the packet loss rate and the delay behavior will be carried
out.

VI. RESULTS

The following figures show the measured round trip times
(rtt) of packets and the packet loss during a rerouting process.
The round trip times are measured for ICMP packets, as well
as for helicopter control protocol packets. For the helicopter
control protocol, also the packet loss is shown. To calculate the
packet loss, a sliding window over the past time and the ratio
of sent packets versus received packets within this time interval
are used. The length of this sliding window is set to the length
of the timeout∆tcl which is used by the helicopter control
protocol to discover a communication loss. For the following



pictures, the y-axis either displays the round trip time of ICMP
or helicopter control protocol packets in milliseconds, orthe
packet loss probability. The x-axis always shows the current
time of the test in seconds.

A. Delays

In Figure 5 the round trip time of ICMP packets between the
helicopter and the control PC during a rerouting by AODV is
shown. From 0 up to 345 seconds on the x-axis, the helicopter
communicated via two relay nodes tho the control PC. The rtt
is about 4 milliseconds. Beginning from 345 seconds until
500 seconds, the number of communication hops was and the
communication link was routed via the relay node 2. In this
case, the rtt is about 3 milliseconds. All round trip times over
10 milliseconds can be considered as packet losses or timeouts.
After 500 seconds, the link changed to a direct communication
with a round trip time of about 1 millisecond. No timeouts
occurred during this rerouting.
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Fig. 5. Round trip time (rtt) of ICMP messages during decrease of hop
count.
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Fig. 6. Round trip times (rtt) of helicopter steering packetsduring rerouting.

The rtt of helicopter control packets is displayed by the
graph in Figure 6. In the beginning, a direct communication
link was available. The rtt of the helicopter control protocol
of about 1 millisecond is not significantly higher than the
rtt of the ICMP messages of the previous test. Between 14

and 18 seconds on the x-axis, the communication was lost.
During this time interval, the rerouting process took place.
From 18 to 51 seconds, the communication link is routed
via the relay node. The rerouting to direct communication
happens at 51 seconds. The communication dropout for about
4 seconds while establishing the route via the relay node forced
the helicopter to switch toUnlocked Hovermode. The high
round trip times at about 23 seconds and 43 seconds have a
value of about 1 second which will not cause the helicopter
tho change its state toLocked Hover. However, the delay alone
cannot be used to characterize whether the helicopter control
protocol will recognize a complete loss of communication or
not. Therefore, the packet loss for the duration of∆tcl must
be investigated.

B. Packet Loss

In Figure 5, also the packet loss is visible. While communi-
cation is routed via two relay nodes, missing round trip times
indicate lost packets. After the number of communication
hops is decreased, the packet loss is also reduced. A more
detailed view gives the following test result of plotting the
packet loss of the helicopter control protocol. During the
tests for measuring the packet loss for the helicopter control
protocols, the packets are transmitted all 20 milliseconds. The
helicopter steering protocol will recognize a communication
dropout if the packet loss during timeout duration∆tcl is
100%. In Figure 7, the packet loss of helicopter control
packets is displayed. The x-axis scale corresponds to the x-
axis of Figure 6 and has the same timestamps for the rerouting
events. During the rerouting form direct communication to
relay communication between 14 seconds and 18 seconds, the
communication dropout (packet loss of100% for more than 2
seconds) forced the helicopter to switch to theLocked Hover
mode. While switching back to direct communication at 51
seconds a packet loss of less than20% occurred which does
not affect the helicopter’s FSM.
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Fig. 7. Packet loss of helicopter steering packets during rerouting.

VII. C ONCLUSION

During the tests, the communication protocol stack was
forced to initiate a rerouting process as the network topology
was changed. The round trip times and the packet loss of
the helicopter control protocol packets were analyzed during
increasing and decreasing the number of hops used for com-
munication. As the tests and measurement results have shown,
the presented helicopter steering protocol can be used together



with AODV without major difficulties. Even the used standard
parameter settings of AODV allowed a safe teleoperation
of the helicopter. Nevertheless, possibilities for performance
improvements and further investigations are also identified.
Often, the communication link is lost for more than 2 seconds
while the number of hops is increased. Thus, the helicopter
switches to theLocked Hovermode which complicates the
teleoperation. Simulations proved that AODV might perform
better under certain conditions. In case of the presented use, a
parameter adaption of AODV also leads to better performance.
Relevant parameters of AODV are investigated more detailed
to reduce the required time for route discoveries and for
avoiding alternating routes. In addition, the combined useof
the presented helicopter control protocol together with other
ad-hoc routing protocols (which are mentioned in Section I)
are investigated in future.
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