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Abstract— The localization of robots is a main problem to solve to 
make the robots navigate autonomously. This paper introduces an 
embedded indoor localization system for mobile robot. The 
system consists of a localization sensor that computes location of 
itself and infrared landmarks that are wirelessly controlled by the 
localization sensor. The localization sensor which is combined 
with an image sensor detects pixel positions of infrared sources 
from the landmark and by the pixel position the sensor figures out 
its position(x,y) and heading angle. The coverage of a localization 
space is enlarged by dynamically combining robot odometer and 
IR landmark. The advantages of the developed system can be 
found on its position accuracy, robustness and easy expansion of 
localization space. 
 
Index Terms—artificial landmark, localization, mobile robot, 
navigation  

I. INTRODUCTION 
Robot localization is a main requirement for autonomous 

navigation of mobile robot. In the field of mobile robotics, 
localization technology refers to a systematic approach to 
determine the current location of a mobile robot, namely, the 
2-D position and heading angle of the mobile robot, by 
acquiring environmental information from robot sensors. The 
research for localization technology in the field of mobile 
robotics has been rigorously conducted so far; a good overview 
on the robot localization technology can be found in [1]. 
 Over the decades to solve the localization problem, 
techniques using wireless communication, natural landmarks, 
and artificial landmarks etc. were used. The location sensing 
techniques using wireless communications are GPS (Global 
Positioning System) [2] and RF signal-based systems. On these 
systems a receiver takes signals from at least three transceivers 
to calculate its location. Triangulation techniques based on 
RSSI (Received Signal Strength Indicator), TOA 
(Time-Of-Arrival), AOA (Angle-Of-Arrival), and TDOA 
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(Time-Difference-Of-Arrival) are used for localization. But 
localization techniques using RF signal-based communication 
have low accuracy on its localization result because of 
multi-path fading, interference, and non-LOS conditions. 
Though ultra wideband (UWB) system have attracted 
considerable attention to achieve accurate localization 
information, localization technique using UWB provides about 
1m position error for the moving object localization.[3][4] 

Research about the localization using the natural landmarks 
has been developed from the field of computer vision. [5] 
Computer vision based localization has some good result but, it 
has yet some weaknesses; its computation complexity, 
inaccurate localization for navigation and instability in 
illumination changes. 

The most ideal sensor for indoor localization should have the 
following attributes: high accuracy, stability, and robustness. 
For flexible motion control robot should update its localization 
information in real-time. The localization space should be 
easily expandable to be used in home or office environment. 
The localization sensor should not be affected by the sunlight 
or other illumination changes occurred in indoor environment. 
Among the localization sensors developed until now, there are 
very few sensors that meet requirements mentioned above.  

To solve this problem, we used wireless sensor network 
based on artificial landmarks. Recently, there have been 
remarkable developments in the wireless communication field.  
Through the growth of wireless communication, smart home 
applications using wireless sensor network have been actively 
researched [6][7][8]. Using sensor network for robot 
localization is a promising approach because the intelligent 
buildings will be actualized in the future life. 

This paper proposes a localization system for mobile robot 
using wireless communication with artificial landmark. The 
localization system is composed of a localization image sensor 
and IR (infrared) artificial landmarks. The image sensor 
installed on the robot captures the image of IR landmarks which 
are attached on the ceiling. The sensor calculates its position 
relative to the landmark position when the sensor finds two IR 
landmarks. 

The proposed localization system provides robot with 
accurate and stable location information. The system can 
update location in real-time while the robot is moving. The 
space covered by the system can be easily expandable, because 
localization sensor in the system communicates with sensors 
deployed on indoor environment. Just by installing more 
sensors in the space, the space for robot localization can be 
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expanded.  

II. ARCHITECTURE OF LOCALIZATION SYSTEM  
The proposed localization system consists of localization 

sensor and IR landmarks. The IR landmarks are attached on the 
ceiling of a space and the localization sensor is mounted on the 
top of a mobile robot as shown in Fig.1. The sensor is a camera 
module having an infrared band-pass filter. It is oriented to look 
upward so that its optical axis is perpendicular to the ground. In 
order to obtain maximal field of view, a wide-angle camera lens 
is utilized. 

 

 
Fig. 1. Sensor configuration of the proposed location sensing system. 

 
The localization sensor (Fig.2.(a)) has an embedded 

processor, an image sensor, a RF (radio frequency) chip for 
wireless communication, and a SDRAM memory. The 
embedded processor has software drivers to control the image 
sensor, the RF chip, a UART(universal asynchronous 
receiver/transmitter) and the SDRAM. It also has localization 
algorithm for detecting and tracking IR landmarks: the sensor 
computes its location in real-time by tracking the IR sources 
from the landmarks. Image sensor has its own registers to 
adjust image resolution, image color depth, and camera 
exposure. The sensor sends commands to IR landmark via RF 
chip (2.4GHz frequency) to control the wireless IR landmarks. 
There are three commands that the sensor sends to the 
landmarks: ‘turn on’ command, ‘turn off’ command, and 
request command for the remaining battery level of the 
landmarks. The SDRAM stores parameter data and program 
sources that are used during computing the location. The sensor 
calculates its location after recognizing the two landmark’s 
position and it transfers its location data to robot via serial 
communication. The sensor has dimension of 37x37x42.6(mm) 
and due to the small size as localization sensor, the sensor can 
be easily installed on any type of robots. The IR landmark (Fig. 
2. (b)) is composed of a microprocessor, a RF chip, and an IR 
LED.  

The landmark uses two AA size batteries as its power. The 
microprocessor on landmark controls RF communication to 
receive messages from the sensor to turn on and off the IR LED. 
In order to control IR LEDs of the landmarks independently, a 
unique landmark ID is assigned to each IR landmark module. 
 

 
Fig. 2.  (a) Localization Sensor, (b) IR Landmark 

 

 
Fig. 3. Architecture of localization system. 

III.  LOCALIZATION 
The location information of a robot can be obtained when at 

least two infrared LEDs are detected within the field of view of 
the camera. The localization is performed in two steps. In the 
first step, the image coordinates of the IR LEDs, if any, are 
computed and landmark IDs are identified. In the second step 
2-D location and heading angle of a robot are computed from 
the image coordinates and the robot’s position in image 
coordinate is transformed to the world coordinate by 
referencing world coordinate of the landmarks. 

A. Detection and Identification of IR Landmarks 
The IR band-pass filter attached on the localization sensor 

transmits only IR band by filtering out visible band. Fig.4 
demonstrates the effect of infrared band-pass filtering. Fig.4(a) 
was captured by the camera sensor without filter and the 
Fig.4(b) was captured by sensor with filter on it. The IR LEDs 
are well discriminated as white spots in the image Fig.4(b). As 
well known in vision community, it is very difficult to robustly 
locate particular patterns from images in varying illumination 
condition. Our IR band-pass filtering solution makes the 
detection problem a simple thresholding problem, and more 
importantly, it enables robust detection of target landmarks at 
any time regardless of day and night. 
 On the stage of computing initial robot position, to recognize 
the ID of the detected LED spot, only one infrared LED is 
turned on and the others turned off before capturing the image. 
If any spot is detected from the image, it is identified as being 
originated from the landmark which was set to be turned on. 
This detection and identification procedure is iterated for each 
landmark module until two landmark spots are detected. 
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Fig. 4. Two sample images of a pair of infrared landmarks. (a) Image captured 
by the sensor without filter. (b) Image captured by the same sensor with an 
infrared band-pass filter. 
 
 Camera calibration is a necessary step in this localization 
sensing system for using a wide-angel lens. However, we had 
used the established calibration methods [9][10][11]. 
Especially, the main initialization for the camera calibration 
phase has been partially inspired from the Zhengyou Zhang’ 
algorithm [12]. 

B. Computation of 2-D Position and Heading Angle 
For the description of robot localization procedure, we use 

two coordinate systems: world coordinate system and image 
coordinate system. The world coordinate system represents the 
real position in the localization space and the image coordinate 
system refers to the pixel coordinate in the image. Fig.5 shows 
the relationship between world coordinate and image 
coordinate. 

Let Li and Lj be the two LEDs located in the image in the 
previous step. Let (xi, yi) and (xj, yj) be image coordinates of the 
two LEDs and let (Xi, Yi) and (Xj, Yj) be the corresponding 
world coordinates. We assume that the world coordinate of 
each landmark is already known. We can set the image 
coordinate of the robot to be the center of the image, denoted by 
(cx, cy), by assuming that the optical center of the camera is 
coincident with the rotating axis of the robot. The world 
coordinate of the robot's position, denoted by (rx, ry), is 
computed by applying the transformation that transforms from 
the image coordinate of Li and Lj to the corresponding world 
coordinates to the image center, (cx, cy). Let θ be the heading 
angle of the robot on the basis of y-axis of the world coordinate 
system. The location of the robot is then given by   
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where D is the distance from Li to Lj in world coordinate system, 
d is the distance from Li to Lj in image coordinate system, s 
denotes a scale factor between two coordinate system.  
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In the next section, we describe the method of identifying the 

detected landmarks in real-time and extending the coverage of 
a localization network to arbitrary large space. 

 

 
Fig. 5. Two coordinate systems used in robot localization. 
 

IV. REAL-TIME LANDMARK IDENTIFICATION AND 
LOCALIZATION 

The location information of a robot can be obtained when at 
least two IR landmark are detected within the field of view of 
the camera. Therefore, a lot of landmarks are required to cover 
the whole area of a large indoor environment. There are two 
possibilities of disposing the landmarks in the space. First, as 
shown in Fig. 6(a), we can arrange the landmarks such that at 
least two landmarks are seen by the camera at any location 
within the localization space. In this case, a mobile robot can be 
self-localized by using only these landmarks, but the cost 
would increase unfeasibly for a large environment. Second way 
is to deploy IR landmarks sparsely in the space, mainly at 
important places such as corners and entrance of narrow 
passage as illustrated in Fig. 6(b). In this case, we need another 
solution to locate a robot in places where IR landmarks are not 



 4

detected by the camera sensor. In our system, we adopts 
dead-reckoning to solve this problem, which is a relative 
localization method based on the odometer from the wheel 
velocity of a mobile robot. The Dead-reckoning has the 
problem of accumulation of errors over time but it is fairly 
accurate for a short trip [13]. 

The proposed localization system works in two main steps of 
initial localization and real-time update of the location. Fig. 7 
shows the overall procedure of the proposed localization 
system. The initial localization is a step of firstly estimating the 
location of a robot under having no information on its location. 
After initial localization, the location of a robot is updated in 
real-time by combining landmark-based localization and 
dead-reckoning dynamically. 

 

 
(a)                                                (b) 

Fig. 6. Two kinds of disposition of landmarks for building a localization 
network. (a) Continuous disposition. (b) Sparse disposition. 
 

 
Fig. 7. Overall operating procedure of the proposed localization system. 
 

Initially, the location of a robot is computed by tracking the 
landmarks which is detected in the initial localization step 
(mentioned in section III-A). The landmarks being tracked will 
eventually disappear from the view of the camera as the robot 
moves. In this case, Hand-off is occurred if any landmark is 
newly detected, or the localization mode is switched to 
dead-reckoning otherwise. 

A. Landmark Tracking and Hand-off Processing 
The location of a robot is computed and updated for every 

frame of camera image. Since the computational cost is trivial, 
the update rate of the location is about 30Hz. 

Let us first suppose that we have determined the location of a 
robot, denoted by (rx

t-1, ry
t-1; θt-1), by detecting and identifying 

two landmarks, denoted by Li and Lj, from the image captured 

at time t-1. Let (xi
t-1, yi

t-1) and (xj
t-1, yj

t-1) be the detected image 
coordinates of the landmarks and (Xi, Yi) and (Xj, Yj) be the 
corresponding world coordinates respectively. Initially, these 
IR landmarks are set to the ones detected in the initial 
localization step. 

1) Landmark Tracking: We capture a new image and detect 
LED spots in the image at time t. Instead of detecting LEDs in 
the whole image, the LEDs are searched within only searching 
areas as shown in Fig. 8(a). The size of searching area is 
determined based on the maximal velocity of the robot, frame 
rate of the camera, scale factor s, and the radial distance of the 
LED from the center of image. 

Let Si be the searching area centered at (xi
t-1, yi

t-1) and Sj be 
the searching area centered at (xj

t-1, yj
t-1). A simple nearest 

neighbor rule is to identify the closest LED spot detected in Si 
as Li and the closest LED spot detected in Sj as Lj. However, if 
the searching areas are overlapped due to high velocity of a 
robot, both Li and Lj could be mapped to the same LED spot as 
illustrated in Fig. 8(b). To solve this problem, we use a 
pair-wise nearest neighbor rule of identifying each LED spot 
such that the largest displacement is minimized. It can be 
considered as a strategy of minimizing the highest cost. 

 

 
(a)          (b) 

Fig. 8. (a) Searching area for landmark tracking. (b) An example of incorrect 
tracking. 
 

If two landmarks are successfully detected in the searching 
areas, we can compute and update the location of the robot 
since they are already identified. On the other hand, if it fails to 
detect both landmarks, the detection is performed for the whole 
image in order to find the landmarks that come to newly enter 
within the view of the camera as the robot moves. If any new 
landmark is detected out of the searching areas, then hand-off is 
occurred. In other case, the mode of localization is switched to 
dead-reckoning. 

2) Hand-off Processing: Let us suppose that a landmark L is 
detected at (x, y) in the current image. In order to identify 
landmark L, image coordinate of each landmark is inversely 
estimated from the latest location of the robot, (rx

t-1, ry
t-1; θt-1). 

Let L1, L2, ..., Ln be the landmarks installed in the space and (X1, 
Y1), (X2, Y2), ..., (Xn, Yn) be the corresponding world coordinates 
of the landmarks. The estimated image coordinate of the 
landmark Lk, denoted by (xk', yk'), is computed by 
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for k = 1, 2, ..., n, where s is the scale factor computed in the 
initial localization step. 

The newly detected landmark L is then identified as the 
landmark that has the closest estimated coordinate with (x, y): 

 
22 )'()'(minarg| yyxxLL kkkk −+−= .      (4) 

 

B. Combining with Dead-reckoning 
So far, we have described landmark-based localization of a 

robot, which works only when at least two IR landmarks are 
visible from the camera sensor. In case that a robot strays out of 
the localization coverage of the landmarks or landmarks having 
been tracked are temporarily occluded, the mode of the 
localization system is switched to dead-reckoning for the sake 
of seamless provision of the location information. In the mode 
of dead-reckoning, the location is relatively updated based on 
the odometer from the wheel velocity of the mobile robot. 

Let (rx
t-1, ry

t-1; θt-1) be the location of the robot at time t - 1, vl 
and vr be the velocities of the left and right wheels measured at 
time t, W be the length of baseline between two wheels, and Δt 
be the time interval from time t-1 to time t. Then, location of the 
robot at time t, (rx

t, ry
t; θt), is given by 
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where ΔT is the translational term and Δθ is the rotational term, 
which are given by 
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The location information of the robot is thus updated 

iteratively by (5) until any two landmarks are visible in the 
camera. On each iteration, an image is captured and tested for 
the detection of infrared landmarks. If two landmarks are 
detected in the image, the mode of the localization system is 
converted to landmark-based localization by using the method 
previously described in the hand-off process. Firstly, image 
coordinates of all the landmarks in the space are inversely 
estimated from the latest location of the robot, which is 
computed using the dead-reckoning. Detected landmarks are 
then identified using the nearest neighborhood rule. Once 
identified, subsequent localization is performed based on 
landmark tracking. 

V. EXPERIMENTAL RESULT 
For the evaluation of localization performance of the 

proposed localization system, we have conducted an 
experiment by changing the position and heading angle of a 
mobile robot. The experiment was performed in an indoor 
environment where three IR landmarks are attached on the 
ceiling. Each distance among IR landmarks is 120 cm. The 
location information was computed for every grid points which 
are regularly spaced by the distance of 60 cm. Fig. 9 shows the 
localization results using the proposed localization system. The 
estimated positions are represented by circles and true positions 
with asterisk. The mean position error is 4.1 cm with standard 
deviation of 2.9 cm.  

 

 
Fig. 9. Localization results with the proposed localization system. 
 

We have the maximum position error of 17.1 cm at (180, 60) 
because of uneven ground condition. The error of location is 
minimized on the even ground. The error caused by uneven 
surface can be easily detected and corrected by incorporating 
odometer readings.  

For measuring heading angle error, we turn the localization 
sensor by 10° from 0° to 360°. The Fig. 10 shows the result of 
heading angle error. The mean angle error was 0.26 degree and 
its deviation was 0.21 degree. 

Position jitter was also measured to be less than 0.5 cm and 
0.3°, which well explains the reliability of the proposed system. 

 

 
Fig. 10. Heading angle error. 
 

The developed localization system and its extension to 
localization network were implemented to build a ubiquitous 
robotic space (URS) [14]. A prototype URS was implemented 
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in the ground floor of our building, the area of which was 
measured to be 22.8 m × 21.6 m. A sensor network based on 
ZigBee protocol was also installed in the same space to gather 
environmental data along with the localization information to 
infer contextual information.  

 

 
(a)            (b) 

Fig. 11. (a) Localization sensor mounted on the robot’s head. (b) Test robot for 
URS : ROMI 
 

Fig. 12 shows the metric map of the space. Thick blue lines 
represent the trajectory of the robot (ROMI) along which the 
robot carries out a routine monitoring task. Small dots represent 
the positions of the developed localization landmarks and the 
landmark pairs can be arranged in any direction. The 
arrangement of landmarks does not affect the localization 
performance if the distance between landmark pair maintains a 
proper range: normally 30cm~150cm on 2.5m ceiling height. 
The large green dots represent the positions of the ZigBee 
sensor nodes. Irregular situation is detected from the contextual 
information processing in the semantic space, which 
subsequently issues a new navigation task to the robot to visit 
designated spot. The whole system can be monitored on a 
remote PC or PDAs; irregular situation is promptly reported to 
the user through CDMA communications network. By 
integrating all the elements above, a robotic security 
application was experimentally implemented and it was found 
that the proposed localization system provides information 
with acceptable performance for carrying out robotic tasks 
according to contextual information in the space. 

 

 
Fig. 12. Metric map of the developed ubiquitous robotic space. 

VI. CONCLUSION 
In this paper, we have proposed an embedded robot 

localization system which can be applied to develop a 
ubiquitous robotic space for a large indoor environment where 
a robot or human can have information assistance from the 
space and a specific robotic task can be carried out efficiently. 
Experimental result confirmed the robustness of localization 
data and its accuracy. By implementing a prototype ubiquitous 
robotic space(URS), we could be assured that the proposed 
localization network well satisfied the design constraints 
imposed for developing a realistic space technology. One of 
our future works includes automatically locating the landmarks 
by using modern mapping, or SLAM techniques.  
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