
An ABC Supported QoS Multicast Routing Scheme Based 
on Beehive Algorithm 

Xingwei Wang, Qiang Chen, Rongzhu Zou, Min Huang 
College of Information Science and Engineering, Northeastern University, Shenyang, 110004, P.R. China 

wangxw@mail.neu.edu.cn 
 
 

ABSTRACT 
In this paper, a QoS multicast routing scheme with ABC (Always 
Best Connected) supported is proposed based on the beehive 
algorithm. To deal with the inaccurate network status and the 
imprecise user QoS requirement, the proposed scheme uses the 
range to describe them, introduces the edge bandwidth pricing, 
the edge evaluation and the tree evaluation, and tries to find a 
QoS multicast tree with the Pareto optimum under the Nash 
equilibrium on both the network provider utility and the user 
utility achieved or approached. Simulation results have shown 
that it is both feasible and effective. 

Categories and Subject Descriptors 
C.2.1 [COMPUTER-COMMUNICATION NETWORKS]: 
Network Architecture and Design –Network communications 

General Terms 
Algorithms, Performance, Design  

Keywords 
QoS (Quality of Service) Multicast Routing, ABC (Always Best 
Connected), Beehive Algorithm, Nash Equilibrium, Pareto 
Optimum 

1. INTRODUCTION 
NGI (Next Generation Internet) is now becoming an integrated 
network converged seamlessly by heterogeneous multi-segment 
multi-provider sub-networks, such as terrestrial-based, space-
based, fixed and mobile ones. Its backbone and access links 
become diversified. Several different kinds of links may coexist 
on each hop for a user to choose when routing. It is possible for a 
user to be ABC (Always Best Connected) [1] to NGI in the course 
of communication and thus the so-called global QoS (Quality of 
Service) roaming should be supported seamlessly. 

ABC means that a user can connect with NGI anytime, anywhere 
in the currently best way and switch to the better way adaptively 
and transparently whenever it comes forth. However, ‘best’ is a 
fuzzy concept, depending on many factors, such as user QoS 

requirement, cost a user willing to pay and user preference. In 
addition, with the gradual commercialization of the network 
operation, both the network provider and the user profit should be 
considered with their utility win-win supported. At the same time, 
NGI’s heterogeneity and dynamics, terminal and even network 
mobility, unavoidable message transfer delay and its uncertainty 
make it hard to describe the network status exactly and 
completely [2]. The user QoS requirement is affected largely by a 
lot of subjective factors and often can not be expressed accurately, 
thus the flexible QoS description is needed. All these make it hard 
to provide QoS multicast routing with ABC supported in NGI. 

QoS multicast routing has been proven to be NP-complete [3]. 
Many heuristic and intelligent optimization algorithms have been 
used to solve it. In [4], a QoS-aware algorithm is proposed to find 
the multicast routing tree by constructing the constraint vector 
with the parallel multiple paths searching. In [5], a heuristic QoS 
multicast routing algorithm is presented. It adopts distributed 
computing and routing label to reduce its time complexity. 
However, the inaccurate network status and the utility 
optimization of both the user and the network provider are not 
taken into account in [4, 5]. In [6], a multi-constrained QoS 
multicast routing algorithm under the inaccurate information is 
introduced. It uses the improved Bellman-Ford algorithm for 
routing. In [7], based on the probability theory, GA (Genetic 
algorithm) is used to find the optimal multicast routing tree under 
the inaccurate information. In [8], the fuzzy set is used to describe 
the inaccurate link state, and the multicast routing tree is built 
based on GA with the fuzzy measures introduced. Nevertheless, 
the proposed algorithms in [6, 7, 8] only consider meeting the 
user QoS requirement and do not consider achieving utility win-
win between the user and the network provider. In [9], the SPEA 
(Strength Pareto Evolutionary Algorithm) is proposed to build a 
tree with the Pareto optimum. It considers the user utility, but 
does not consider the network provider utility. In [10], the utility 
function and the pricing scheme are introduced to make the 
multicast resource allocation fairly. However, its focus is on the 
network congestion control and not on the multicast routing. It 
also does not consider the inaccurate network status. In [11], a fair 
QoS multicast routing scheme is proposed with a Kelly/PSP 
model based pricing scheme introduced. Its focus is to solve the 
multicast fairness issue, not dealing with utility win-win between 
the user and the network provider and not considering the 
inaccurate network status. 

By far, how to provide a QoS multicast routing scheme to support 
utility win-win between the user and the network provider under 
the imprecise network status and the inaccurate user QoS 
requirement from ABC viewpoint has not got much attention. In 
this paper, a QoS multicast routing scheme with ABC supported 
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is proposed. In order to deal with the imprecise network status 
information and the flexible user QoS requirement, the range is 
used to describe them and the edge bandwidth pricing, the edge 
evaluation and the multicast tree evaluation are introduced. Based 
on the beehive algorithm [12], the proposed scheme tries to find a 
QoS multicast tree with Pareto optimum under Nash equilibrium 
on both the network provider utility and the user utility achieved 
or approached. 

2. Model Description 
2.1 Network Model and Routing Request 
A network can be modeled as a graph ),( EVG ,V is the node set 
and E is the edge set. Vvv ji ∈∀ , , there maybe exist several edges 

to represent different kinds of links between them, ||,,1, Vji K= . 
Just for simplicity, the node parameters are merged into the edge 
ones. Eel ∈∀ , consider the following parameters: network 
provider number z , total bandwidth ltbw , available 
bandwidth lbw , delay ldl , delay jitter ljt , error rate lls , 
bandwidth unit cost lct and bandwidth price lp . 

NPSz∈ and NPS is the set of all network provider numbers. A 
QoS multicast routing request is denoted as 

>< BDPYRRRRDv LsJtDlBws ,,,,,,, . Vvs ∈ is its source node; 
VvvD

Ddd ∈= },,{
1
K is its destination node set; 

),,(
||1 DBwBwBwR ΔΔ= L , ),,(

1 DDlDlDlR ΔΔ= L , 

),,(
1 DJtJtJtR ΔΔ= L and ),,(

1 DLsLsLsR ΔΔ= L are its 

bandwidth, delay, delay jitter and error rate requirement vectors, 
with ],[ H

i
L

iBw BWBW
i
=Δ , ],[ H

i
L
iDl DLDL

i
=Δ , 

],[ H
i

L
iJt JTJT

i
=Δ and ],[ H
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L
iLs LSLS

i
=Δ representing  

bandwidth, delay, delay jitter and error rate requirement of the 
multicast user attached to

idv (below just use the term ‘the thi user’ 

simply). The actually received QoS of one user from one edge is 
classified into four levels: }PoorFair,Good,Excellent,{=QL . 

),,( ||1 DpypyPY L=  and ),,( ||1 DbdbdBD L= are the 
expenditure and bid vectors each user willing to pay and offer, 
with },,,{ ipifigiei pypypypypy ∈ and },,,{ ipifigiei bdbdbdbdbd ∈

corresponding to the specific expenditure and bid  the thi user 
willing to pay and offer when the thi user actually received QoS 

level from le is a specific value ilQl from QL . Here, it is assumed 
that a QoS multicast routing request is heterogeneous, that is, 
each user has different requirement on QoS, expenditure and bid. 
If it is homogeneous, that is, each user has the same 
requirement, LsJtDlBw RRRR ,,, , PY  and BD all only have one 
element.  

In this paper, the objective of the proposed scheme is to find a 
QoS multicast tree sDT with sv as its root and Dv

id ∈ as its leaf, 

making the Pareto optimum under the Nash equilibrium between 
the user utility and the network provider utility along sDT as well 
as the minimum cost of sDT achieved or approached. 

2.2 Bandwidth Pricing 
To promote a user to consume bandwidth rationally, the edge 
bandwidth price can be divided into three regions, i.e., low, sound 
and high [13]. Assume lη represents the loaded level of le and is 
calculated as follows: 

l

l
l tbw

bw
−=1η                                (1) 

If 0
ll ηη < , le is considered to be low-loaded, its bandwidth price is 

at the low region and can be adjusted according to the formula (2); 
if 1

ll ηη > , le  is considered to be high-loaded, its bandwidth price 
is at the high region and determined by biding; otherwise, le is 
considered to be moderate-loaded, its bandwidth price is at the 
sound region and can be adjusted according to the formula (3). 
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0
lη and 1

lη are preset values, 10 10 <<< ll ηη . min
lp  and max

lp are 
the lower bound of the low region and the upper bound of the 
sound region of le , min

lη and max
lη are their edge loaded level. 

Use 0
lp to represent the bandwidth baseline price of le , its edge 

loaded level is 0
lη , max0min

lll ppp ≤≤ . For 0min
lll ηηη ≤≤ , lp is 

semi-rising Cauchy distribution alike with 2=β usually, 0
ll pp =  

when 0
1 lηη = and min

ll pp = when min
1 lηη = [14], thus 

A andα can be calculated by the formula (4) and (5). 
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For max0
lll ηηη ≤≤ , lp is semi-rising normal distribution 

alike, 0
ll pp = when 0

ll ηη = and max
ll pp = when max

ll ηη =  [14], 
thus B andδ can be calculated by the formula (6) and (7). 
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2.3 Adaptability Membership Degree 
It is introduced to describe the adaptability of the edge status to 
the user QoS requirement. The bandwidth, delay, delay jitter and 
error rate adaptability membership degree function of le to 
the thi user requirement are defined in the following formula (8) to 
(11). 
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The formula (8) is S distribution alike and the formula (9), (10) 
and (11) are k -parabolic distribution alike, all having smooth 
transition feature [14]. 

2.4 Utility 
2.4.1 User Utility  
According to the formula (8) to (11), get the evaluation 
matrix T

ililililil ggggG ][ 4321= of the thi user on le . The weight 
matrix ][ 4321 λλλλ=Λ is given by the application 
nature, 1λ , 2λ , 3λ and 4λ are the relative significance weights of 
bandwidth, delay, delay jitter and error rate on the application 
QoS respectively, 1,,,0 4321 ≤≤ λλλλ , 14321 =+++ λλλλ . The 
satisfaction degree ilSt of the thi user to the status of le is as 
follows: 

            ilil GSt oΛ=                               (12)                                        

The mapping between ilSt and ilQl is defined as follows: 
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1α , 2α and 3α are preset values. According to ilQl , ipy can be 
determined from },,,{ ipifigie pypypypy . 

The satisfaction degree ilSC of the thi user to the expenditure he 
paid for using le is defined as follows: 
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labw is the actually allocated bandwidth for the thi user on 

le , H
il

L
i BWabwBW ≤≤ ; χ is a tuning factor, 1>χ , k is preset 

value. The thi user utility on le is as follows: 

      ililil SCStuu ×+×= 21 ϖϖ                      (15) 

1ϖ and 2ϖ are preference weights on ilSt and ilSC , 
1,0 21 ≤≤ ϖϖ , 121 =+ϖϖ . 

2.4.2 Network Provider Utility 
Assume that there are k edges owned by the different network 
providers between two nodes and consider the following attributes 
for each edge: available bandwidth, delay, delay jitter, error rate, 
loaded level, bandwidth price and being_selected_probability, 
constituting a 7×k evaluation matrix 7×kF . Its element zyf  

represents the thy attribute of the edge provided by the thz network 
provider, kz ≤≤1 , 71 ≤≤ y . Do normalization to ‘the larger the 
better’ and ‘the smaller the better’ attributes according to the 
formula (16) and (17). 
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yfmin, and yfmax, are the minimum and maximum of the thy  
attribute value. 

The network provider utility is calculated as follows: 

Step1: Construct the evaluation matrix 7×kF . 

Step2: Modify 7×kF as follows: normalize the delay, delay jitter, 
error rate and loaded level according to the formula (17) and the 
available bandwidth, bandwidth price and 
being_selected_probability according to the formula (16). 



Step3: Calculate the standard deviation ys for each attribute 
according to the formula (20), compute the weight for each 
attribute according to the formula (22). 
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Step4: Calculate the thz network provider utility zlnu  on le  
according to the formula (23). 
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2.5 Gaming Analysis 
The network provider and the user play game on the edge. Each 
network provider has two gaming strategies: whether he is willing 
to provide the edge to the user or not. The user also has two 
gaming strategies: whether he is willing to accept the provided 
edge or not. The gaming matrixes of the thi user and 
the thz network provider on le are as follows: 
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The rows in ilUU and zlNU correspond to the thi user gaming 
strategies: accept or not, the columns correspond to 
the thz network provider gaming strategies: provide or not. 

0iluu and
0zlnu represent the lowest acceptable utilities of 

the thi user and the thz network provider on le . If the thz network 
provider is willing to provide le but the thi user rejects le or 
the thi user is willing to accept le but the thz network provider does 
not provide le , the thi user or the thz network provider should be 
punished. Here, μ is a penalty factor bigger than 1. If 
the thz network provider does not provide le but the thi user is 
willing to accept le or the thi user rejects le but the thz network 
provider is willing to provide le , the thz network provider utility 
or the thi user utility would be suffered, γ is a loss factor smaller 
than 1. If the thz network provider does not provide le at the same 
time the thi user rejects le , both utilities are 0. If the strategy 

pair >< **, qp satisfies the formula (26), it is a specific solution 
under Nash equilibrium [15]: 
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If >< **, qp is >< provideaccept, , le will be selected, otherwise 

aborted, 2,1,,, ** =qpqp . 

2.6 Being_selected_probability 
Its initial value of le is calculated as follows: 

lSE
pr

l

10 =                                (27) 

lSE is the number of those edges sharing the same endpoints 
with le . All edges sharing the same endpoints have the same 
being_selected_probability initially. When routing, it is updated 
as follows: 
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jSS is stimulation signal value produced by the thj bee, 0SS is 

baseline value, )( lesn is starting endpoint of le , tv is another 
endpoint along the path having traversed by 
the thj bee, )),(( tlj vesnHP is hop count between )( lesn  

and tv along the path from sv to tv , jθ is its own reaction valve 

value to
idv of the thj )1( + bee, 0θ is its baseline value, 

1ω , 2ω , 3ω and 4ω are preference weights, τ , λ and σ are 
constants, 1>τ , 1,0 << σλ , 1,,,0 4321 ≤≤ ωωωω , 

121 =+ωω , 143 =+ωω . 

2.7 Multicast Tree Evaluation 
The thi user utility T

iUU , the thz network provider utility T
zNU , all 

user utility TUU , all network provider utility TNU along sDT , the 

cost TCT of sDT and the comprehensive evaluation TCE on sDT are 
calculated as follows: 
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1β , 2β and 3β are the preference weights on the user utility, the 
network provider utility and the tree cost 
respectively, 1,,0 321 ≤≤ βββ , 1321 =++ βββ ; 1Ω , 2Ω and 3Ω  

are tuning factors, making TUU1Ω , TNU2Ω and 3ΩTCT into 
the same magnitude order. According to the formula (36), the 
smaller the value of TCE , the much possible for TUU and TNU to 
achieve or approach the Pareto optimum [16] under the Nash 
equilibrium, the much possible the minimum TCT achieved or 
approached. 

2.8 Mathematical Model 
It is described as follows: 
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iP is the path from sv to
idv in sDT . 

2.9 Algorithm Description 
It is described as follows: 

Step1: || DIN = , 1=i . 

Step2: If INi < , go to Step3, otherwise go to Step20. 

Step3: Set the maximum bee number BN , the sent bee number by 

far 0=j , the acceptable baseline bid 0
lbd of each le , the bee 

sending period itv , the long distance bee life cycle ltv , the short 
distance bee life cycle stv , the hop counter 0=hp , the set of the 

constructed feasible paths from sv to
idv : ϕ=iPS ; get j

lpr for 

each le according to the formula (27). itv , ltv and stv are counted 
by hop. 

Step4: If BNj < , go to Step5, otherwise go to Step18. 

Step5: If hp can be divided by itv exactly, send a long 
distance jBe from sv , otherwise a short distance jBe . 

Step6: Set the initial information carried by jBe as follows: 

bandwidth ∞=bw , delay 0=dl , delay jitter 0=jt , error 
rate 0=ls , the current node svcn = , the current path }{ sc vP = , 
the set of those edges connecting with cn : ϕ=ne , the candidate 
edge set for the next hop: ϕ=ce . 

Step7: Put all edges connecting with cn into ne ; delete those 
edges from ne which cause loop, that is, 

})({ clll Peanneeenene ∈∧∈−= , )( lean  represents another 

node of le except cn . 

Step8: If jBe is long distance and ltvhp > or jBe is short distance 

and stvhp > , jBe died, go to Step17; otherwise, go to Step9. 

Step9: If ϕ=ne , go to Step14, otherwise select one le from ne at 
random. 

Step10: If L
il BWabwbw <},min{ or H

il DLdldl >+ or H
il JTjtjt >+  

or H
il LSlsls >−−− )1)(1(1 , }{ lenene −= , go to Step9; otherwise, 

get the loaded level of le by the formula (1). 

Step11: If le is high-loaded, the thi user determines its bid 

ibd to le from },,,{ ipifigie bdbdbdbd according to its ilQl got by the 

formula (13), go to Step12; otherwise, get lp according to the 
formula (2) or (3) if le is low-loaded or moderate-loaded, go to 
Step13. 



Step12: If 0
li bdbd < , }{ lenene −= , go to Step9; otherwise, 

il bdp = , il bdbd =0 . 

Step13: Get iluu and zlnu according to the formula (15) and (23), 
the user and the network provider play game on le according to 
section 2.5: if the Nash equilibrium is achieved and the gaming 
strategy is >< provideaccept, , }{ lecece ∪= and }{ lenene −= ; 
otherwise, }{ lenene −= and go to Step9. 

Step14: If ϕ=ce , jBe died, go to Step17; otherwise, select 

one le from ce as the next hop by j
lpr : },min{ labwbwbw = , 

ldldldl += , ljtjtjt += , )1)(1(1 llslsls −−−= , )( leancn = ,
}{}{ cnePP lcc ∪∪= , ϕ=ne , ϕ=ce , 1+= hphp . 

Step15: If
idvcn ≠ , go to Step7. 

Step16: }{ cii PPSPS ∪= . 

Step17: 1+= jj , update j
lpr for each cl Pe ∈ according to the 

formula (28), go to Step4. 

Step18: If ϕ=iPS , routing failed and the algorithm ends. 

Step19: 1+= ii , go to Step2. 

Step20: Set the maximum number of the constructed feasible 
multicast tree TN , the current number of the constructed feasible 
multicast tree 0=tn , the current optimal multicast 

tree ϕ=
btsDT and ∞=btsDTCE . 

Step21: If TNtn = , go to Step25. 

Step22: Take one path from each iPS randomly and construct a 
feasible multicast tree

tnsDT with them. If there exists any cycle 

in
tnsDT , do cycle elimination. 

Step23: Calculate tnsDTCE according to the formula (36): 

if btsDtnsD TT CECE < ,
tnbt sDsD TT = and tnsDbtsD TT CECE = . 

Step24: 1+= tntn , go to Step21. 

Step25: If ∞<btsDTCE , output
btsDT as the problem solution, 

routing succeeded; otherwise, routing failed. The algorithm ends. 

3. Performance Evaluation and Conclusion 
Simulated implementation of the proposed QoS multicast routing 
scheme in this paper has been done on NS2 (Network Simulator 
2). Some performance indexes have been evaluated, such as QoS 
multicast routing request succeeded rate (RSR), user utility (UU), 
network provider utility (NU), comprehensive utility 
(CU=UU+NU) and ratio of the Pareto optimum under the Nash 
equilibrium (RPN). Table 1 is the comparison results between the 
proposed scheme (denoted as B) and the SPF (Shortest Path First) 
based one (denoted as S) when doing simulation over the 

CERNET topology. It can be concluded that the proposed scheme 
has better performance than the SPF based one. In future, its 
prototype system will be developed to improve its practicality. 

 
Table 1.  Performance Comparison 

Index RSR UU NU CU RPN 

B:S 1.36 1.65 1.54 1.62 2.12 
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