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Abstract-Providing affordable, high-quality healthcare to the
elderly while enabling them to live independently longer is of crit
ical importance. In our Smart Condo project, we have deployed a
wireless sensor network in an 850-square-foot condominium for
assisted living. The sensor network records a variety of events
and environmental parameters and feeds the related data into
our web-based system. This system is responsible for inferring
higher-order information about the activities of the condo's
occupant and visualizing the collected information in both a 2D
Geographic Information System (GIS) and a 3D virtual world.
The architecture is flexible in terms of supported sensor types,
analyses, and visualizations through which it communicates this
information to its users, including the condo's occupant, their
family, and their healthcare providers.

I. INTRODUCTION

In the context of our service-systems activities (see
http://ssrg.cs.ualberta.ca), we are working with colleagues in
the Faculty of Rehabilitation Medicine, the Faculty of Arts,
the Faculty of Education, and the Faculty of Pharmacy at the
University of Alberta towards developing a "Smart Condo"
that can support patients (and seniors) living in rehabilitation
facilities and at home. Although these individuals are, in
principle, able to live independently, they are still susceptible
to harmful incidents related to physical infirmities or memory
loss.

Technology can support independent living in a variety of
ways. Medical devices are being redesigned for usability so
that individuals can regularly monitor their own health at
home. Computerized coaches help patients use these medi
cal devices correctly and consistently. Special-purpose user
interfaces allow patients to access information relevant to
their condition in a timely manner. Communication devices
facilitate contact with family, friends, and medical profession
als. Special-purpose sensors, embedded in home-care devices,
sense a variety of physiological parameters and allow patients
to better control their conditions. Motion, acceleration, and
pressure sensors, worn by the individual or embedded in sur
faces, provide an unbroken information stream for mining and
inferences about sleeping patterns, (ir)regular gait, and falls.
This monitoring infrastructure, connected to a notification
system, can trigger the attention of family and/or healthcare
providers when necessary.
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Clearly, the overall problem of at-home health monitor
ing and care delivery is socially important and technically
challenging. Moreover, any proposed technology should be
evaluated against the following requirements. First is the
issue of privacy: patients, although they may appreciate the
increased sense of safety that comes with the monitoring
infrastructure, are hesitant to have their every move monitored.
The challenge is to determine an acceptable trade-off between
privacy intrusion and safety. Second is the issue of variability:
patients come with different needs and, as their conditions
progress, their needs change. This evolution of patient needs
implies the need for an extensible assistive infrastructure that
can evolve as necessary. Third is the issue of healthcare
personnel training: the effectiveness of new technologies is
limited by the knowledge of the people who are using them.
There is a need for an education program to train health
sciences professionals in using at-home health monitoring and
care technologies.

The main objective of our project is to create a compre
hensive framework for affordable, high-quality, non-intrusive
home assistance. We are developing the Smart Condo proto
type in a physical space of roughly 850 square feet, repre
senting a typical living area, and designing it according to
Universal Design [1] principles. The Smart Condo has been
instrumented by embedding numerous sensors connected by a
Wireless Sensor Network (WSN). Information from the WSN
is archived and processed by a web server that supports a range
of REpresentational State Transfer (REST) [2] APIs through
which the information is visualized in a variety of views. The
most useful views are within a virtual world, currently Second
Life (SL), which incorporates a three-dimensional model of the
Smart Condo reflecting the layout and design of the real Smart
Condo space. Are-engineered SL client accesses information
regarding the patient's activities, as inferred by the sensor data
stream, through the server's REST APIs and uses it to control
an avatar that mirrors the real-world patient's activity.

The virtual world view of the patient's activity presents
a sufficient degree of realism to be intuitive yet minimally
intrusive. Specifically, although the system can approximate
the patient's position and detect events, it does not record
images, sound, or video. By strictly embedding sensors in
the environment, the patient does not need to wear a badge,



bracelet, or other position-tracking device. In this manner, our
system strikes a balance between accurately representing the
patient's condition and invading the patient's privacy.

Healthcare professionals can use this system to augment
their patient care practices in several ways. First, they can
use the system to monitor the person's activity in real-time,
such as in the case of a head nurse responsible for the
residents of a nursing-home wing, for example. At the same
time, they would also be alerted in the case of a harmful
event. Second, logs of the patient's activity, annotated with
the sensor readings, can be replayed in an accelerated mode
to allow quick viewing of large spans of time, thus providing
an alternative mode of reviewing the patient's history. Third,
interesting activity segments can be used for simulation-based
training of health-sciences students; for example, students can
be quizzed on a possible diagnosis based on the differences in
a patient's activity patterns. Finally, health professionals can
use the virtual world to observe while also interacting with the
patient via text (keyboard input) or speech (headset), in order
to instruct them on the use of their pills, for example.

In this paper we discuss the architecture of our system
and the experience with developing various components of
the Smart Condo infrastructure. The remainder of this paper
is organized as follows. Section IT introduces relevant related
work. Section III presents an overview of the architecture of
our system from the sensor network to the 3D visualization.
Section IV describes two development tools that we used.
Section V discusses the actual setup of our Smart Condo
today and focuses on the Smart Condo experience. Section VI
proposes several potential directions for future work, and
Section VII provides a summary and conclusions.

II. RELATED WORK

Sensed Environments: A number of WSN deployments have
targeted environmental monitoring (see [3] for a survey), while
few have been applied to healthcare settings, e.g., for wearable
healthcare devices like heart [4] and other organ [5] monitor
ing. The CenceMe project [6] uses sensors and cellphones to
publish sensed presence information (e.g., current activity and
mobility) into popular social networking applications. In terms
of sensing environments, [7] developed a system to recognize
events in a living environment and provide aural feedback.
The system required that the occupant wears an active radio
frequency identification (RFID) tag to help localization tasks
and used acceleration sensors to detect doors opening and
closing.

Our WSN-based environment sensing approach is similar,
although instead of relying on RFID tags, we primarily use
motion-detection sensors to estimate the patient's location.
Note that the motion sensors constitute only a subset of all
sensors deployed in our system. Its distinguishing innovative
aspect is the visualization in a virtual world, which mirrors
the real environment in which the sensor data are collected.

2D Visualization: Representative examples of 2D sensor
data visualization systems are Microsoft's SenseWeb and Sen
sorMap [8]. SenseWeb is designed to provide shared sensing
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resources and querying and tasking mechanisms to other sen
sor applications, the most notable of them being SensorMap,
which displays sensor network data on a Microsoft Virtual
Earth map. In addition to presenting the most recent data
acquired from the sensor network, the system makes it possible
to retrieve historic data. The 3D capabilities of Virtual Earth
can also be used to present the layout of sensors on 3D terrain.
However, SensorMap and related tools are geared to outdoor
3D views with overlaid 2D information, hence a dense sensor
deployment will result in cluttered representation. This means
that the granularity of representation is unsuitable for data
from multiple sensors collected within the limited space of a
condo (or a similar living area). Secondly, sensor groups are
predefined and contained, restricting the ability to compare
sensor data across groups. Thirdly, the presentation of historic
data is supported in a very limited fashion by the visual rep
resentation. The Smart Condo approach to integrating 2D and
3D views of sensed data using two related spatial metaphors,
Le., a 2D GIS as the view for large outdoor environments and
a 3D virtual world for smaller indoor environments, is, to our
knowledge, unique.

3D Visualization: To our knowledge, two projects are
working at interfacing WSNs with 3D visualization. First,
[9] describes a SL virtual hospital environment named the
Razorback Hospital. It includes virtual artifacts and tools that
are slightly ahead of current technology like smart pill bottles
and shelves that know when they need to be restocked. The
project also looks at supply-chain management, augmented by
RFID-tagged inventory, forklifts, shelves, etc. A considerable
amount of work has gone into creating virtual analogs of many
of the real-world artifacts encountered in a healthcare setting.
These range from equipment (IV poles and X-ray machines),
to clothes (hospital gowns), and even internal organs. On the
whole, the project makes a number of important contributions
with respect to virtual healthcare with the overall objective
of using the SL hospital for simulation-based training and
process optimization purposes, but not actual patient monitor
ing and healthcare delivery. Second, the previously-mentioned
CenceMe project has evolved to visualize its inferences within
Second Life [10]. The project visualizes the real actions of
sitting, standing, and running as yoga-floating, standing, and
flying, respectively.

A few specific efforts overlap somewhat with the Smart
Condo project. For example, the Aware Home Research Insti
tute (Georgia Tech) [11] has pursued several projects related
to home healthcare, such as Fetch [12], a mobile system that
assists visually impaired people to locate misplaced objects,
and Cook's Collage [13], which assists seniors in following
recipes. Perhaps their closest project to the Smart Condo,
however, is the Power Line Positioning (PLP) project [14].
They use a novel approach involving two special modules,
one located at each end of the house, to generate tones that
emanate through the building's preexisting wiring. Portable
tags use the detected signal levels for localization; to locate a
person, that person must carry one of these tags. In contrast,
our use of passive infrared motion sensors attached to wireless



nodes allows the occupant to roam freely without carrying a
tag.

The MavHome project at the University of Texas at Arling
ton [15] takes a more active approach to helping the smart
home occupants. It uses sensors to monitor the state of the
environment and analyzes the collected data to (a) identify
lifestyIe trends, through sequential pattern mining, (b) provide
reminders to the home occupants, through prediction of future
activities, and (c) detect anomalies in the current data, when
the actual sensed events are considered unlikely according
to the system's predictions. MavHome's power line control
automates all lights and appliances, as well as HVAC, fans,
and mini-blinds. Perception of light, humidity, temperature,
smoke, gas, motion, and switch settings is performed through
a sensor network developed in-house.

The Sensorized Elderly Care Home [16] is a system installed
in a nursing home in Tokyo. This work is motivated by the
desire to alleviate the routine workload of nursing personnel
through automation. A sensor-based system is used for local
izing patients in a nursing home, monitoring their status, and
raising alarms as necessary so that nurses do not have to do
routine rounds. The system assumes a relatively limited level
of activity on the part of the patients. It relies on "Ultra Badge"
transmitters, placed on wheelchairs, and receivers, placed in
several locations in the nursing home, to monitor wheelchair
movement. Furthermore, a set of transmitters and receivers
have been placed on the ceiling to monitor the patient's head
position on and around the bed. This latter functionality is not
completely evaluated and in place.

The RAUM System (Universitdt Karlsruhe) [17] seeks to
introduce ubiquitous computing into home and office environ
ments by integrating small computers into everyday objects,
such as doors, clothes, and furniture. Thus, these objects are
turned into soft media devices, which can communicate with
other such devices throughout the environment. Like the Smart
Condo project, there is an interest in using sensors in a home
environment to locate people (and other objects, as well).
However, the application domain is different from that of the
Smart Condo. Moreover, in contrast to the Smart Condo, the
sensors in RAUM are in fact quite capable computing devices,
e.g., being able to present information directly to the user.

The Ambient Assisted Living (AAL) Laboratory [18], devel
oped by the Fraunhofer Institute for Experimental Software
Engineering in Germany, is an apartment-like environment
for developing, integrating, and analyzing ambient intelligence
technologies. Currently, the AAL Lab supports the following
specific scenarios: (i) monitored drinking via a computerized
cup, (ii) monitored food quality via an RFID system built
into the refrigerator, (iii) item location tracking, and (iv)
fall detection. Although this system integrates a variety of
interesting sensors, it does not, to the best of our knowledge,
implement a 3D visualization.

Several other projects are at various stages of maturity, like
the Gator Tech Smart House at the University of Florida [19],
currently under construction, whose objective is to assist with
the behavioral monitoring (and alteration) of elderly occupants
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or patients suffering from diabetes and obesity. Not motivated
by healthcare needs, but still relevant, is [19] which describes
a high-tech house with a variety of sensors and "smart"
appliances assisting the occupants. Other projects, such as the
WASP architecture [20], were not conceived strictly for smart
home applications but focus on the software infrastructure
for effectively integrating a population of wireless sensors to
recognize events in a living environment and provide feedback.
In contrast, our primary objective is monitoring and visualizing
the living environment in a virtual world environment.

III. THE Smart Condo SYSTEM ARCHITECTURE

The Smart Condo system is based on a three-tier archi
tecture (Fig. 1). The main resource is a sensor database
(SensorDB), which constantly receives new (raw) data from
the sensor network to which it is connected. The data is
further processed by server-side scripts to infer higher-order
information, such as the individual's location based on mul
tiple motion sensors, and also stored in SensorDB. Around
SensorDB we find a WSN-specific component (depicted by
the WSN network, the sink, the operations support system, and
the stream processing and location engine), and an application
specific component (depicted by the HTTPIPHP server and
the path planning application). The HTTPIPHP server exposes
a set of REST-based APls to two clients: the SL view of
the condo and its 2D floor plan associated with a location
on the GIS component, called SensorGIS. Thus, sensor data
are decoupled from their representation to the user, allowing
for many different ways of visualizing the same sensor data.
For instance, in the case of the SL visualization, a request
is sent from within SL to the server for a set of readings
over a certain period of time (e.g., the last ten seconds). The
server then queries the database and returns the result to SL
as XML data. The visualization engine created for this project
displays the retrieved data as an avatar walking around the
condo (the person moves from one location to the next at the
time indicated by that sensor reading), sitting down (detected
from pressure sensors on chairs and beds), opening and closing
doors, etc. On the other hand, if the data is requested by a 2D
web client, then the data will be shown as points on a map.

A. Wireless Sensor Network (WSN)

Each node in the Smart Condo WSN consists of several
components built around a common transceiver module, the
DM2200 [21]. This device contains an MSP430F148 micro
controller, a TR8100 radio transceiver, and associated circuitry
and is powered by batteries. The microcontroller operates at a
low clock speed (rv4.5 MHz) and has limited memory (48 KB
Flash and 2 KB RAM). The radio transceiver communicates at
a low transmission rate (9600 bps). Each DM2200 is connected
to one or more physical sensors, such as acceleration, tactile
pressure, switch, or passive infrared motion sensors. One
DM2200, attached to a more capable host (the sink), acts as
the gateway between the WSN and the IP backbone network.
Many sink nodes can be present but the small size of the
condo environment is sufficiently covered by one sink node.
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Fig. I. The software architecture.

In general, the physical environment size relative to a WSN
node's transmission range determines the number of required
sinks.

Sinks decouple the main software-architecture components
from the lower layer protocols used by the WSN (which,
in the case of the DM2200, are proprietary). Each sink acts
as a gateway of the unaltered sensor data to multiple data
processing applications. The routing of the WSN nodes is
configured such that the sink(s) is(are) the destination of all
WSN data. When a node transmits its observations to a sink,
it does so directly in a single hop. Our approach contrasts with
more common multi-hop topologies where intermediate nodes
forward packets towards the sink (multi-hop communication).
To support multi-hop communication, a subset of forwarding
nodes must periodically wake up and enable their receivers
regardless of whether they have data to send or forward.
Maintaining an active radio receiver consumes substantial
current (rv5.5 rnA) compared with sleeping (rv68 J-tA). In a
confined environment like the Smart Condo where a single hop
suffices, we save a significant amount of energy by restricting
the topology. Each node runs the PicOS operating system [22).
To aid in the software development, we rely extensively on an
emulation environment named VUE2 [23). We describe VUE2

in more detail in Section IV-B.

E. Sensor Data Interface

Whenever the sink receives a packet from the WSN, it
encapsulates it in the TinyOS [24] serial message format and
transmits it over the serial connection to the Pc. On the PC,
an existing TinyOS program named sf forwards between the
serial port and a network socket, essentially giving one or
more clients access to the serial port. This program forwards
all data arriving over the serial port to each connected client
and vice versa.

The purpose of this part of the architecture is to offload all
data processing on more capable servers. The sink node, even
though more powerful than a WSN node, is still assumed to
have limited resources of its own, except for abundant energy,
as it is not battery powered.

Another component, called the Operations Support System
(OSS) serves as a link between the raw sensor data and

any application logic that needs to process sensor data in
a particular fashion. The OSS allows the same WSN to be
shared among multiple applications, where each application
would have its own servers perform processing on the raw
data. As a consequence of the serial to socket forwarding, it
receives all packets received at the sink. The OSS (written in
Perl) parses the messages and generates acknowledgments for
nodes in the WSN. In our application, the OSS is connected to
a single other component, namely the stream processing and
location engine. Specifically, the OSS provides it with data
that include: (i) time-stamp, (ii) network ID, (iii) node ID,
(iv) sensor ID, (v) sensor type, and (vi) event type.

C. Sensor Data Stream Processing

The stream processing and location engine stores raw ob
servations in a database (SensorDB) and performs data stream
mining to draw conclusions about the environment's state.
The engine adds its conclusions to the database; these entries
are subsequently retrieved by the 3D visualization engine.
The most complicated conclusion drawn from the data stream
mining is the location of the Smart Condo occupant. Note
that, at this point, we assume that there is a single occupant;
RFIDs could be used to overcome that limitation, as in [7].
When a person moves within view of a passive-infrared motion
sensor, the node sends out a binary value to indicate that it
has registered a movement. Viewable regions of the motion
sensors may overlap (i.e., several of them may produce output
at the same time). As readings arrive from the OSS, the stream
processing engine stores them in a queue: each new reading
corresponds to a 3-tuple < time-stamp, event type, node ID> .
Multiple readings with the same time-stamp but different node
IDs are mapped into a single queued query with multiple node
IDs. Within the stream processor, an age threshold determines
when to remove old items from the queue. Its value depends
on the maximum expected delay for receiving a reading from
the WSN. This way we can be confident that all the readings
with the a given time-stamp have arrived before we make a
decision.

When the occupant is in a region where sensors overlap, the
readings of the various motion sensors covering the region may
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have slightly different time-stamps; this is why the stream
processing engine is configured to look at a window of time
stamps. After waiting sufficiently long (typically rv5 seconds)
for all observations with a given time-stamp to arrive, the
process of inferring the location of the occupant begins. Note
that to support localization, we populate (in advance) an aux
iliary database table with an entry for each region (single and
overlapped). We have developed a special-purpose intersection
analysis tool (Section IV-A) to support the construction of
this table. Each region has an entry in the table containing
the node IDs that can sense the region and the corresponding
region's centroid. We note that this is one of many possible
approaches to location inference. Since it would be easy to
deliver the same raw data to multiple sensor stream processors,
one could imagine a more refined solution where different
location algorithms run in parallel.

D. SensorDB

SensorDB is the repository of raw and processed sensor
information. It contains five basic tables: (a) NODES to record
the sensor node IDs deployed in the network along with their
type (e.g., an observer versus a sink); (b) NODE_TYPES to
annotate each node type with a description; (c) SENSORS
to annotate each sensor type with a name, description, and
range of admissible values; (d) LOCATIONS to identify the
physical location of each node's sensors; and (e) READINGS
to store all raw readings received from the network. Two
additional tables, INTERSECT and INFERENCES, support
the 3D visualization. INTERSECT results from our inter
section analysis tool for overlapping passive-infrared sensor
regions. The localization procedure uses data from this table.
The sensor data stream processing component populates the
INFERENCES table.

E. 2D Visualization: SensorGIS

The Smart Condo is equipped with a GIS component
which visualizes sensor network data in the context of a
map. Sensor nodes are shown as markers on the map. Us
ing OpenLayers [25], SensorGIS can flexibly switch among
different types of maps such as Google Maps, l Yahoo Maps,2

Microsoft Virtual Earth,3 and NASA Global Mosaic,4 as well
as proprietary maps, if necessary. For instance, to provide
a better view of the interior of the building where a sensor
network is deployed, the SensorGIS user can superimpose an
image of the floor plan of the building on the map, showing
the location of each sensor node installed in the building.

Besides showing the locations of the sensor nodes, Sen
sorGIS also visualizes sensor readings over time. As the user
navigates the map, he/she may select markers and see the latest
readings of the sensors attached to the corresponding node in a
panel attached to SensorGIS. Statistics (maximum, minimum,
average, standard deviation, and variance) of a sensor within

1See http://maps.google.coml.
2See http://maps.yahoo.coml.
3See http://www.microsoft.comIVirtualEarth/.
4See http://worldwind.arc.nasa.gov/.
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a user-defined period can be retrieved and displayed in a
sortable table, and historical readings can be plotted as a graph.
Furthermore, users can select a group of sensors, either by
drawing a polygon on the SensorGIS map or by clicking on
individual markers, and see their most recent readings in a
view that enables comparisons among these readings. One can
also easily obtain the statistics of the sensor readings over a
specified period of time.

All queries issued by SensorGIS to the server use AJAX
(Asynchronous JavaScript and XML), which enables a high
degree of interaction and responsiveness of the interface.

F. 3D Visualization: SL

The visualization component, which shows the subject's
position using a virtual (SL) representation of the condo, is
itself composed of several parts: a conversion utility that can
turn a 2D blueprint into a 3D home, an automated character
module that moves the occupant's avatar through the Smart
Condo area, a path planning algorithm to guide the occupant's
avatar around obstacles as it moves between locations, and a
control system to coordinate these components.

The first step in creating the SL visualization is to create a
representation of the physical space of the Smart Condo in the
virtual world. This is achieved by creating a simplified version
of the blueprint, indicating the location of walls and furniture,
and then using that information to generate virtual walls and
furniture in the appropriate locations. We have developed a
simple web-based tool for the user to input the wall and
furniture locations, which then stores these locations in a
database. These locations can either be loaded from a vector
based image file or, if necessary, entered manually via a web
form. Once this input process is complete, a program written
within SL reads the information from the database and creates
walls and furniture in the specified locations. Finally, color and
textures may be added, through the SL tools, to improve the
appearance of the virtual condo. At the same time, the wall
and furniture locations are used to create a grid-based obstacle
map, which guides the path planning algorithm. Fig. 2 (top)
shows a top-down view of the constructed SL condo.

Once the virtual space has been created, the occupant's
avatar can be placed within that space and given instructions
on where it should move. These instructions are accessed
by the control system through the server's API in the form
of geographic (latitude/longitude) co-ordinates and associated
time-stamps. These data are then converted in both space and
time: the spatial co-ordinates are translated to the virtual-world
co-ordinates and their associated time-stamps are translated
to match the replay speed chosen by the user. Thus, the
control system creates a list of local destination co-ordinates
along with the appropriate delay between each destination.
Before these co-ordinates are used to move the occupant's
avatar, however, they are converted to a set of intermediate
points using the path planning algorithm. This component, a
C implementation of a potential-fields algorithm [26], ensures
that the character does not walk through any obstacles on its
way to a destination.



Fig. 2. The Smart Condo rendered in SL (top) and a snapshot of the
occupant's avatar in the SL condo (bottom).

The automated character module that controls the occu
pant's avatar was created using LibSL, an open-source project
that provides access to SL functionality via a C#-based API.
Via LibSL, the module is able to control an SL avatar and
cause it to follow instructions received from the control system
rather than from a human user. The module is set up to receive
a set of co-ordinates from the path planning algorithm, and
to follow that path to reach each destination. The module
also instructs the character to sit upon arrival at a chair, for
example, and to open a door upon receiving a corresponding
sensor message. Fig. 2 (bottom) is a screenshot of the occupant
avatar in the SL condo.

G. REST Style Integration

As we mentioned at the beginning of Section III, the server
side intermediary program uses a REST-style API [2] to allow
the SL client (as well as other clients) access to the sensor
data. REST is based on a common understanding between the
server program and its clients about the format and structure
of data being exchanged. Simply put, the components agree on
a set of HTTP GET-based parameters to be sent by the client,
and the structure of an XML document to be sent in response
by the server. In this case, the SL client issues a request to
the intermediary program for sensor data when the user asks
to view the subject's location over a certain period of time.
The intermediary program receives this request and sends an
appropriate database query to the sensor database. The results
are returned to the program, processed and converted into an
XML document, and then returned to the SL engine (via an
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additional processing script that simplifies the data further for
use in the SL programming environment). These data include
the location, time, and sensor type for each sensor reading
within the requested time window.

The decision to use REST was particularly important for
our project because of the restrictions imposed by the SL
programming environment. This environment limits commu
nication with external web-based applications to a URL-based
request and the receipt of the response as a string of text
which can then be parsed by the limited text-processing
functions. Fortunately, these limited capabilities are sufficient
for a REST-based system, and thus the SL client is able to
communicate effectively with the intermediary program.

IV. DEVELOPMENT EXPERIENCE

A. Intersection Analysis Tool

To monitor the subject, multiple types of sensors can be
deployed in the Smart Condo. By fusing the information
provided by sensors automatically, the monitoring system is
able to visualize the patient's current condition. One of the key
elements in this information fusion process is localization.

Though each sensor detects environmental changes indepen
dently and has its own detection zone, different zones might
overlap. It is likely that a single movement of the patient
triggers multiple readings from different sensors. In such a
case, those readings will indicate that the patient is somewhere
within the intersection of the detection zones and therefore
his/her location can be computed. However, while deploying
the sensors, it might not be obvious whether and where a
detection zone will intersect with other zones. Thus to help us
determine the locations of those intersections, an analysis tool
was developed.

The analysis tool imports the floor plan of the Smart Condo
and emulates the network layout based on user inputs. The
coverage of each sensor and detection zone intersections are
visualized on the floor plan. The user can adjust the sensor
layout easily and re-compute the visual coverage when that
layout changes. After the user comes up with a satisfactory
layout, he/she can save it for further adjustment and/or task
the tool to export the respective table entries into the database
for localization lookup. This way, the analysis tool can save the
network developer much effort in identifying the intersections.

B. Emulation

To test the stability and reliability of the Smart Condo
software, we first set up an emulation environment. By using
SMURPH [27], its wireless extensions [28], and its implemen
tation of the picaS API [23], we can develop the application
source code once and then compile it for both the actual
hardware nodes and the simulation environment. Therefore,
we can switch back and forth between the real and virtual
environments with little effort. Furthermore, we built our
Operations Support System so that it can interface with both
the real and simulated systems. In this manner, we can also
thoroughly test our ass, including the stream processing and
location engine and other related software, without actually



deploying any hardware. Needless to say, authoritative testing
by emulation is invaluable, especially as a prerequisite to a
large scale production WSN deployment, with sensor nodes
embedded inside the furniture, appliances, etc.

V. THE Smart Condo EXPERIENCE

Our Smart Condo is located in a single large room (850 ft2)

in a building on the University of Alberta campus. As part
of an undergraduate course, teams of Industrial Design and
Occupational Therapy (OT) students converted this area into
a six-room condominium. Inside each room, they created
prototypes for appliances, furniture, and other fixtures. Inside
this space, we have deployed our sensor network, which
currently consists of nineteen nodes. In terms of motion
sensors, we have deployed six passive-infrared motion sensors
for spot detection (Panasonic AMN43121) and seven passive
infrared motion sensors for wide-area detection (Panasonic
AMN44121). Spaced throughout the condominium, the thir
teen motion sensors give us adequate coverage of the unit to
successfully locate an occupant.

Two of the chairs within the condo have pressure sensors
(FlexiForce A201, 1 pound), which allow us to detect when
someone sits on either chair. We attached reed switches to
the front door and the door of the microwave, to determine
whether they are open. We attached an accelerometer to the
front door to detect knocking. We are currently placing electric
current sensors within the unit to detect whether devices (e.g.,
a waffle maker) are turned on.

After placing sensors within the unit, we worked with our
colleagues in occupational therapy (OT) to evaluate our work.
A test subject followed a number of scripts within the unit
while the OTs evaluated the virtual representation. The Smart
Condo contains a number of video cameras (which were
installed in the room for a different project) which we used
to verify inferences about the location of the occupant. Our
OT colleagues matched the script with their observations of
both the video feed and the virtual representation. The scripts
included such actions as (a) moving from room to room,
(b) sitting on chairs, and (c) opening and closing doors. The
initial reaction of our colleagues was positive: they were very
satisfied with the fidelity of the virtual representation with
respect to the real world, and felt that this would be a useful
tool for monitoring patients undergoing rehabilitation.

VI. FUTURE WORK

A. SensorGIS

A marker group manager is essential to improve the 2D
(SensorGIS) visualization of large numbers of sensors, at
different levels of geospatial detail, so that markers can be
aggregated when the user zooms out. This technique is espe
cially useful in representing the relationship among markers
and, at the same time, prevents filling the map with a large
number of markers.

In SensorGIS, a marker group would correspond to a sensor
group. While the Google Maps marker group manager mainly
deals with appearance based on zoom level, the marker group
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manager in SensorGIS must take care of both appearance and
all the existing query or management operations. For instance
when a marker denoting a sensor group is selected, group
query functions should apply on this marker.

A user interface for managing marker groups should also
be provided so that users can change, delete, or add members
in a group. This interface must communicate with the server
and manage the database tables containing the group member
list.

B. 3D Visualization

Much of the future work in this area centers on the repre
sentation of different types of sensor readings within a virtual
environment. For example, when a pressure sensor registers a
reading corresponding to someone in the real world sitting
down, this causes the avatar in the virtual environment to
sit down, as well. However, one can easily imagine sensor
readings that correspond to more complex real-world actions
or activities, and the virtual environment will need to convey
these actions realistically and effectively. One example is a
heat sensor located over a stove element. Depending on the
type of stove, this could be represented by glowing burner
coils for an electric stove or a circular flame for a gas stove.

Another important area that we plan to explore is two-way
communication between the virtual environment and the real
world. At present, the virtual environment is used to receive
and display information. However, the patient could also be a
participant in the virtual environment, and could be provided
with tools to interact with medical staff or family members
who are logged into the system. SL has a number of built-in
communication tools, including the ability to chat using either
a keyboard or a microphone and headset.

C. Adding Interaction

We aim to expand our system beyond passive monitoring by
adding the possibility of interaction with the patient. In [29],
the authors suggest using a TV (a familiar interface) as a
means for such interaction. Potential applications could in
clude medicine reminders, personal assistant functionality, and
home automation. A familiar remote control could allow the
patient to interact with the system. More technologically savvy
patients could also take advantage of the SL 3D virtualization
for interaction.

VII. SUMMARY AND CONCLUSIONS

In this paper, we discussed our initial work in the Smart
Condo project. In collaboration with colleagues from Occu
pational Therapy and Industrial Design, we have developed a
model condo, designed according to Universal Design princi
ples, within which we have embedded a wireless network with
a variety of sensors. Information from the sensor network is
archived in a server which supports a range of REST APIs.
Using these APIs, the information is visualized in a 2D GIS
and a 3D virtual world. Although there has been substantial
research on using sensor networks to monitoring environments
for assisted living purposes, we believe that our approach to



this problem is innovative in several respects. First, we are ex
perimenting with a variety of sensor types, and we are looking
into integrating commodity home-care device sensors in our
networks. Second, we have developed an integrated software
architecture with a component for collecting and archiving
sensor-network data which is unaffected by changes in the
sensor network topology, a stream-data mining component
for synthesizing raw sensor network data into higher-order
information, and a set of APIs through which the information
can be provided to different clients for different types of
visualization. Finally, we are using a virtual world, Le., SL, as
a highly realistic visualization of the condo and the activities
of its occupant. This visualization is intuitive and easy to use
for all healthcare professionals, who do not need to interpret
graphs to infer information about the patient. At the same
time, the system is minimally intrusive, since the patient's
appearance is not monitored or recorded.

This work is in its initial stages, but based on our pre
liminary evaluation, we have established the effectiveness of
the approach and the overall correctness of the virtual-world
visualization. This work was originally done in the context
of an undergraduate course with Occupational Therapy and
Industrial Design students, and we are working towards further
evolving the course to take into account the potential of
sensor networks. In this manner, we are confident that such
deployments will be effectively used by health professionals.
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