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ABSTRACT

In this paper, we describe RECOUP (Reliable Configuration
Update), an efficient protocol for updeting the configuration of a
Wireless Sensor Network (WSN).
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1. INTRODUCTION

Within a WSN, a management framework may be needed to
dlow configuration parameters to be changed after the initia
deployment of the network. For example, the level of seaurity for
sending and receving messages may need to be changed. The
seaurity level can be incressed to provide higher protedion
againgt attadks from malicious sensor nodes and it can also be
deaeased again when the threa subsides to conserve power. In
order to implement this framework, all sensor nodes in the
network nedl to be instructed how to set their configuration. This
nedls to be dore in areliable, seare, synchronised, and efficient
way.
The RECOUP protocol ensures that all nodes in a network
recave configuration management messages that inform them to
upcete their configuration. It ensures that all nodes have a
consistent configuration, and all ows remvery of situations where
some nodes are in an inconsistent state. It is particularly suited to
applications that send small configuration payloads, so that the
corfiguration is contained within a single padet. In addition, the
protocol is appropriate for appli cations where speed of update and
power consumption is of importance, or where nodes nedl to
recover from an inconsistent state, for example new nodes joining
the network.

2. RELATED WORK

Protocols to acdhieve reliable remnfiguration in wired
networks exist, such as reliable |P multi cast. However, these are
not appropriate for WSNs due to their significant overheals in
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terms of bandwidth used and maintenance of state on network
nodes. Moreover, these approaches do not inherently alow
recvery from an inconsistent network state, such as may occur
when anew nocejoins.

Reonrfiguration taking into acourt the significant
constraints of WSNs is a relatively new areaof reseach for which
few solutions have been propased. Of those that do exist, most,
such as MOAP [1], Deluge [2] and TinyCubus [3] are designed
for distributing code updates, which are assumed to be large.
Their main aim is to save communicaions and memory costs
where multiple padkets of data need to be sent and speed of
update isaminor isaue.

Many assumptions and optimisations used by these
approaches, such as the use of negative adknowledgments from
recavers to signad missd padets, are not valid for small, single
packet, updates which need to be diseminated rapidly. In
addition, use of a periodic broadcast by existing nodes of the
current code version to allow new nodes or nodes that have been
out of range to update themselves is relatively inefficient and will
lead to significant delays in (re-) incorporating such nodes in the
network.

Finaly, synchronisation of the updates is rarely considered.
It is generally assumed that the network will be unable to perform
its usual operations (e.g. colleding sensor data) while the code
upckte is being distributed. For code updites, this is not a
problem as these will be relatively infrequent. However, for
frequent seaurity level changes for example, this would be a
significant isse. In [4], smdl configuration updates are
considered, but the use of TCP/IP is suggested for point-to-point
updates, which is inefficient, and reliable broadcast updates are
|eft as future work.

3. RECOUP

The protocol has two maor fedures. Firstly, new
configuration updates will be flooded throughou the sensor
network using a smart flood mechanism. Secondy, if nodes have
missed updates, eg. due to being out of range when the last
update was sent or because they are new nodes being added to the
network, then the protocol provides a ‘locd repair’ (update)
medhanism, which is triggered on the next transmisson from the
out-of-date sensor. This provides arapid repair mechanism shoud
nodes have inconsistent configurations and ensures that the
network has a very high probability of beingin a consistent state.
Note that the protocol makes no asaumption as to the
communication pattern of the sensor network (pee to pee, tree
structure, etc), or the network’s topdogy (single or multi-hop)
andis patent pending.

For the following description, we asaume, withou loss of
generality, a gateway sensor noce that is conreded to a PC
running the management applicaion and a network of sensor
nodes. When the configuration of the sensors neals to be
changed, the management application on the PC will send a



request to the gateway node. The gateway will then send out an
upckte to al the sensor nodes in its immediate neighbourhood
using a link-level broadcast of a ‘configuration management
messge’ that contains this new configuration. To enable nodes to
tell which configurations are more recent, version numbers or
time stamps can be used.

When a sensor nock first joins the network it will updete to
the first valid corfiguration it receves. When the new node
recaves a sensor data message from ancther node, it will
broadcast an invalid configuration. This alerts other nodes in the
network that it is out-of-date and nodes with a valid configuration
will broadcest their configuration. On recéving this valid
corfiguration, the new node will immediately update to this
configuration.

When a sensor noce that has a valid configuration recéves a
configuration management messge, if the receved message is
more recent than the previous message the node receved then it
will immediately change its configuration. It then broadcasts this
new configuration in a configuration management message to its
neighbous. In thisway, the update will be flooded throughou the
network. If the recéved messageislessrecant, it will broadcast its
own, more recent, configuration to its neighbous. However, if the
versions are the same, it will smply ignae the messge,
preventing the message from being flooded indefinitely.

A locd repair is achieved as follows. When a sensor node
recaves any message that is not a configuration management
message, it first chedks that the configuration of the node that sent
the message is the same as its own configuration (note that the
protocol requires that the configuration of the sending node can
be unambiguowsly determined from the recéved messge). If the
two configurations match, then the message is processed
normally. If they do not match, then the node that receved the
message may either have a more recent or older corfiguration. To
determine which is the case, it sends its own configuration to its
neighbous. As described above, on recept of this message either
the other nodes will update their configuration (if they have older
versions) or will respond with the newer configuration (if they
have newer versions).

In the case that on recadving a messge a noce deteds a
mismatch in configurations, the recéved message may either be
processed normaly or dropped, depending on the requirements of
the application. For example, when sending seaurity management
messges using this protocol, if the current seaurity policy
requires padets to be sent with authentication but the receved
message is unauthenticated, then the data shoud be regarded as
potentially compromised and the padket shoud be dropped by the
node. However, if the recaved message were authenticaed, then
regardless of the current seaurity palicy any compromise of the
data would be detedable. In this case, the padket could be
processd normaly. In this way, the amourt of applicaion data
lost due to ladk of synchronisation of configurations is kept to a
minimum.

4. EVALUATION

The full RECOUP protocol and a floodng agorithm (based
on the protocol provided with TinyOS, and set to broadcast
upcetes eight times) were implemented on the TinyOS v1.1.15
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platform [5]. TOSIM, a bit-level simulator designed for the
TinyOS platform [6], was then used to eval uate the protocol.

We foundthat the floodng protocol resultsin eight times the
number of configuration update messges being sent compared to
the RECOUP protocol. Furthermore, the average padket loss for
the RECOUP protocol was lower than that for the floodng
protocol. The high number of padets sent using the floodng
protocol caused congestion in the network which led to queue
overflows and padkets being dropped. Both protocols delivered
ead updete to al nodes in the network, athoughthe floodng
protocol resulted in a faster updete of the network than the
RECOUP protocol. However, we demonstrated that the floodng
protocol does not guarantee to deliver the update to nodes that
join the network after the initial flood Conversely, the ‘loca
repair’ feaure of the RECOUP protocol means that it is able to
deliver the update to all nodes that misstheinitia flood
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