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ABSTRACT

In the last yars has clearlgmerged the opportunity of extending
traditional single-hop wireless teeologies for Internet connec-
tivity, by introducing practical effectiveolutionsto dynamically
usethe best milti-hop heterogeneous paths available at runtime.
Our primary idea isto enable, viaproper, context-aware and
effective middleware,the nmass of mobile devices alreadin the
market to collaborate together towairthovativeforms of Multi-
hop Multi-path Heterogeneous Connectivi®otentialadvantages
are multiple, from extended wireless coverage to "green" cost
reduction via cooperative sharinfom balancing energyon-
sumption of collaborative nodes to maximizing overall band-
width. In particular, thisvork-in-progress paper originallgon-
centrates on the challenging issue of promoting connectty-
ing via effective forms of netark management and control, ca-
pable of i) monitoring the selfish/collaboratibehaviorsof par-
ticipantsin a very lightweight way ii) fairly distributing relay
duties in order not to penalize toaoh "generous” nodes, aiii
rewarding cooperativeness bgniting the consurption of shared
resourcesand by privileging unselfsh participants. To that pur-
pose,the paper presents originsblution guidelines based on the
regional fairness principle to aele effectiveness and lited
overhead;they can relevantly contribute to encourage connec-
tivity sharing in open and damic deployment environments.

Categories and Subject Descriptors

C2.8 Mobile Computing, C2.8Mobile Communication Sstems,
C.2.8.e Support Services, C2.3Network Management, J.9.d
Pervasive Computing.

Keywords
Wireless Computing, AlwayBest Served Connectivity Connec-
tivity Sharing, Mddleware, Eféctive Management, Fairness.

1. INTRODUCTION

The wide availabilityof mobile terninals with heterogeneous
(and oftenmulltiple) wireless interfaces is stiating a nurber of
novel research activities, with the peny goal of exploiting at
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best all the potential Internet connectivitgportunitiesavailable
at runtine. The prinary idea isto dynamically deternine and
build opportunistic, nalti-hop, andheterogeneous paths toward
the Internet, by collaborating witmobile terminalsin proximity
for connectivityresource sharing. The approach is based on the
observation that nodes frequentignd to underutilize theire-
sourceqnot only connectivityones) and are ready offer part of
them In this process, it is crigd that potentialbenefits (either
personalor communityoriented)are correctlyperceived and un-
derstood, as deomstrated bysuccessful file sharing applications
in the recent pasBy following this approach, we have recently
worked on the design and implentation of a context-aware and
effective middleware to enableff-the-shelf portable devices to
collaborate together toward innovative farof Multi-hopMulti-
path Heterogeneous ConnectivifMMHC) [1-3]. Our MMHC
middleware effectivelysupports the dyamic collaboration of
existing devices/equipment tshare connectivityresourcesby
playing the role of either i)infrastructure connectors that are
usuallyfixed and offer direct connectivitip the Internet through
them such as existing IEEB02.11 Access Points (APs)hd
GPRS/UMTS Base Staiis (BSs), or ii) peerconnectors that are
usually mobile and provideadoc connectivitytowards other
peers, e.g., based on Blueto&tarsonal Area NetworfAN) or
IEEE 802.11 Independent Basic Service Set (IBSS) connections.

In previous work we have demdreted the relevance of properly
and effectivelymanaging the wideet of dyamically available
MMHC opportunities. We have poed out the crucial role of
context for efficient evaluation of MMHC opportunities [ahd
preentedthe architectureof the MMHC middleware [2, 3] Our
MMHC prototype supports the self-organization of cooperating
nodes, bydynamically retrieving the set of available infrastruc-
ture/peer connectors. In addit, MMHC clients self-hail mlti-
hop pathsto the Internet, bymodifying routing rules at runtime in
the cae of internediate peer failure. To achieve thgwalseffec-
tively, MMHC enableghe visibility of several innovative, coarse-
grained, and lightweight conteixtdicators: node wbility predic-
tion to infer link reliability, throughput estimtion to evaluate
connectivity quality, and estimted energyof peer connectors to
infer path durability

However, our currenMMHC prototype does not estimate users’
expected behaviors, which can greaf§ect theoverall sharing
performance. For instance, shared bandwidth availabilityay
relevantly decrease if the ownef the connector node exploits
traffic-intensve services e.g., AP downloading. V& claim that,
to help the widespread diffusion of self-organizing formsai-
nectivity, there is the need to gufor a ‘more social” attitudén
resource sharing, i.e¢hroughautanated solutions to advise users
if they are utilizing shared resources in a "non-social" wWay



possibly punishing themin case of repetitivenisbehavior,e.g.,
via bandwidth linitation.

For social connectivity baring, and more generallfor any other
kind of resource sharing in highlgynamic andopen environ-
ments, it is appropriate to have lightweight mechananahigh-

ly decentralized teategiesto favor partial andapproxinated
forms of control over the cooperativessgm. The aim igo en-
courage "fair and communigroper" behavior of cooperating
nodes while discouraging excessiselfishness (i.e.excessive
parsimonyin offering own resowesand excesve greedinesin
requesting them to other nodes). flrct, it is expectablehat
MMHC users are willing to have s@ifiorm of monitoring/control
on the exploitation of their own resources dther nodes, for
instance to preserve a quota of effective Internet bandwidth
their local applicationst anytime. At thesame time, rewarding
thenodeavailability to share resources could effectivetimulate
and motivate participation to the community. Let us rappdint
out thatour purpose is not to support maximum fairness, e.g., by
providing exactly the same bandwidth to ampllaborating node
despite its position, but onlio detect possible misbehavidrs
order to push users for resource sharing.

By following these observations, this work-in-progressper
presents original solutions forsiring effective and fair exploita-
tion of shared resources in order to realiadtinmop multi-path
connections. The principle is nablelightweight forms of net-
work management and control of local/remote hodesMMHC-
specific and appropriate wafirst of all, we propose thactive
monitoring of local/remote behaviors to estimate if nodesract
an either collaborativeor selfish manner. Secondlgur solution

net connectivityeffectively. The second goal is wupportfair-
ness in resource exploitation.

About the first objective, we address the issue of supporting the
Internet access of angode belongingo the MMHC network,
despite its position in the MMHC topologgnd the behaviorof
other cooperating nodes. Let ugest that the performance of the
multi-hop wireless paths supported BWWMHC greatly differs
from what it is possible to achieve in traditional wired networks.
In fact, as better detailed in the following, noadsseto infra-
structure connectors would tend to gain relevatghger band-
width thannodes thaexploit a long milti-hop path. Our prirary
idea is to support effective connectivity anyMMHC by induc-

ing proper network topologieand by avoiding anyform of star-
vation for nodes far from frastructure connectors.

Once connectivityis provided with reamable effectivenasi.e.,

by supporting Internet access of amydewith a minimum qual-
ity, the MMHC objective is to push for a fair exploitation of con-
nectivity resources, from the points of view of batbnnectors
and clients. On the one hand, wien at not harming the own per-
sonal connectivitycapabilities of connectors. In fadh social
connectivitysharing applications, connector nodesexpectedo

be inclined to lower their own throughput (generated by their
local applications) to allow connectivitgf their clients. But, of
course, they expecttheir own throughput not to decrease too
much. Otherwise, thevill tend not to cooperate ampre in the
MMHC network. On theotherhand,clients should receive shared
bandwidth depending on their previous behavior, e.g., wider
bandwidth to nodes serving as centors in the past and tighter
bandwidthto nodes onlygetting connectivity That would enable

controls and modifies the behavior of local/remote nodes in orderan effective rewarding for coogive nodes, thus encouraging

to fairly share traffic load due to packetlaying that occursin
intermediarynodes along the activated path®ally, we encour-
age traffic sharindgy rewardng collaborating nodes that behave
as peer connectors: the basiedds to provide these nodes with
wider bandwidth than nodes actingly as clients. Th@roposed
solution is comnpletely decentralized and beson a mall set of
context indicators spread within a regional scage,eithergath-
ered locallyor generated and communicateyl nodesat single-
hop distance. Our regionatopepermits, on the one hand, to
impose a venfjimited conputing/communication overheaahd,
on the other hand, to actually induce emerging behavioaon
ticipants, with no need of expensiveiltithop managenent con-
nections.

The remaindernf the paper is organized as follows. Section 2
presents our objectives and solution guidelines, atemming
from practical considerationsbaut the performance of the off-
the-delf wireles interfaceghat are currently availablee&ion 3
rapidly gives the needed background about the MMididdle-
ware and its architecture, in order to fully understand the de-
sign/implementation details ofeffollowing original proposdior

the promotion of connectivitysharing (Section 4). Conclusive
remarks and directions of curreretearch work end the paper.

2. SOLUTION GUIDELINESFOR SOCIAL
CONNECTIVITY SHARING

Basedon our experience, we ¥ identified two primary and
general objectives to fulfill in order feveragenovel socialcon-
nectivity sharing £enarios The first objective is to provide Inter-
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connectivitysharing. Let us note that the objective is not to guar-
antee maximum fairness, e.g.nmeathroughput for anpode with
similar requirenents in the MMHC network, but onlyo “equal-
ize” the actual connectivitgonsunption of nodes that, without
any counterneasure, will receive vendifferent connectivity
qualities depending on their position in the MMHC topology

In our opinion, to achieve the above goals and to permit the full
exploitation of resources in miti-hop wireless environments,
there is the crucial need for a deapd thoroughunderstanding
and experirental characterizatn of the behaviors of wireless
connectors, of their peculiarities, and of theiritations. Inthe
following, we show some prelimary performance results, deriv-
ing from our experimentatampdgns over both simulation and
in-the-field environmants. W claim that these quantitativiedi-
cators even if coars-grained and preliminaryare relevantfor
suitably deciding effective and practical solution guidelirias
MMHC scenariosin particular, wehave measured hoivis pos-
sible to achieve aximum throughput irmulti-hop heterogeneous
paths and how performance results may greadly in caseof
multiple clients getting cooperative connectivity concurrently

By delving into finer details, wéave experimentallypbserved
that three primary factors influence the maximtimoughputof
heterogeneous utti-hop paths: i)the wireless technology of each
single-hop sub-path, ii) the number of hops in the path, and iii)
thenunber of clients/peers smttaneously served by each node in
the path. Other factors, thatueanon-negligible effects on con-
nectivity quality, e.g., node mbility, are anyay not so influen-

tial in a veryfirst approximation. Figuré& - Up showstheaverage
throughput of a miti-hop pathin saturatecbandwidthconditions



and depending on patlength. Reported results are from ns-2
simulations and have been cionfed by extensive in-the-field
observationsThe one-hop path d@nstrates to reach a through-
put slightly greaterthan 5Mb/s (around the typical maximum
throughputof IEEE 802.11b).By increasing the length of the
sender-receivepath, the throughput lowers draatically (less
than 1Mb/s in a 7-hop path). Thésmainlydue to the interference
of neighbor nodes, especiallgevant when differenwireless
interfaces on the samode exploit sintar frequenciesin fact,
each peer connector usuadlgrvesas a forwarder, thus potentially
producing collisions aong incomng and outgoing packetEhis
effect even increases with longeaths(larger number of inter-
mediate nodes).

Figurel - Down shows the average throughput depending on the
number of senders, each one at single-hop distance from the re
ceiver. Senders have shown tahthe availablbandwidthquite
uniformly in saturation conditionsonly with 5 or more senders

the normalized throughput (namehe ratio between thgtandard
deviation and the average throughpslightly increases. In other
words to a first approxination, even when there areany send-

ers, generallythe throughput is fdiy shared and almost constant
(slightly greater than 5Mb/s). Bgomparing Figurel - Up and
Down, it is possible to observeatt while the trendsire alnost

the same, multi-hop throughput tend® decrease slightlguicker
than rnulti-client one.
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Another central characteristicof multi-hop paths is that nodes
achieve a throughput much lower than the maxinpossible
whenintermediate connectorsonairrently request Internet con-
nectivity. To this purpose wédave evaluated the perfoamce
results of a nalti-hop multi-client path, bymeasuringthroughput
when increasing the number of hagsd clients. For exampl@)

the case of a 3-hop path (Figure 2), 3 clients (C1, C2, C3) reside
on the sme path and end data to theasne receiver (R).

R

Figure 2. Multi-hop multi-client paths.

Figure 3 reports quantitative perfaance indicators in the spe-
cific cases ranging from 1-hop 1-clieto 7-hop 7-clienpaths.
The figure points out two inportant aspects of witi-hop muilti-
client paths.On the one hand, the total throughput is slightly
lower if conpared with paths of the satength but with only
oneclient. On the other hand, the bandwidth is not faidpared
amongnodes, even in the case ofily two senders, as demon-
strated bythe value of thestandard deviation and normalization
throughput.Consideringthe two-hop case, note that a normalized
throughput of about 1 means that, while éiveragethroughputis
about 2.15 Mb/s, one of the tvnmdes receives alvst 4.30Mb/s
while the other almost nothing.
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Figure 3. Average throughput at
increasing number of hopsand
clients (a client at each hop):
average (line), standard devia-
tion (error bars), normalized
throughput (impulses).

Figure 4. Cumulative
throughput of clients: the
first node achieves almost

the whole bandwidth.

Moreover, Figure 4 shows the throughput distribution among

senders in the previous depfognt case: almoshe whole band-
width is provided to the node closest to the receiver;other
nodes achieve onlgeally limited throughput (see little rows at the
bottomof 2-7 bars).That highlights how the exploitation ofufii-
hop multi-client paths tends to distribute connectivifyality very
unfairly among the cooperating nodes.

Given the above observationsetprimarygoal inMMHC is to
maximize and harmonize the available throughput of all cooperat-

ing nodes byswitching among thavailable paths, also depending

Figure 1. Up: single-client throughput depending on path
length. Down: single-hop throughput depending on number of
clients: average (line), standard deviation (error bars), nor-
malized throughput (impulses).

on predictions and coarse-grained estimations ofnigimum
throughput achievable. We hawready developeda MMHC
prototype able to infer and copare the qualityprovided bydif-
ferent paths based on coarse-gedimnd lightweight estimations,

used to select the paths wihtimated best qualitjd].
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The estimation of maximum a@wable throughput has demon-
stratedto be useful to effectivelyconpare the available pattesd

to activate only the most promising ones. However, it neither
provides hints about the actuhroughputachievableat runtime

nor supports the equalization of bandwidth among the cooperating
nodes. To that purpose, wittifextivenessand fairness as the
primary objectivesof our work-in-progress, originallpresented
here,we have determined the following guidelines to significantly
extend our MMHC solution to promote the participatiorsaaial
scenarioof connectivityreource daring.

The first guideline isto effectively monitor, in a reasnably
lightweight way nodebehaviorin order to distinguish between
too selfish andollaborativenodes,e.g., respectivelythat gener-

ate traffic starvation for other nodes or offer most bandwidth to
their connected clients. Maximum throughput evaluation should
be coupled with mechanisms ¢émable the on-line monitoring of
currently activated MMHC paths. The second guideline is to
manage and induce node behaviors in a decentralizedirway

der tofairly share the load of traversing traffic within the com
munity of cooperating nodes. In fact, peer connectors usually
desireto maintain control on their own connectivityesources,
e.g., bylimiting the bandwidth offeretb other nodesiepending

on the requirements of locallyunning applications.The third
guideline is toreward nodes that behave cooperativelyPeer
connectors should be able to evaéduthe behavior of their clients
and reserve different conrtaity quotas depending on thab-
served degre®f cooperativeness, e.g., whether the nodes cur-
rently asking for connectivitphave provided or notonnectivity
resourcego other nodes in the past. In this wiys possible to
effectively and practicallypush for collaborative attitudes, by
stimulating resource sharing via the offering of better expected
quality in successive interactions.

We also claim that these guidedis should be coupled with effi-
cient solutions to limit the ipact on cooperative nodes due to
communication and computatioralerheadThe main idea isthe
dynamic adoption of a proper trade-off between global and local
management mechanisms. Glblzmmplete, and updated knowl-
edge of the MMHC topologgndof its characteristicsnay incur

in intolerable overhead. Only-local lightweight operationay
have the drawback of taking maesrent decisons that are far
from being optimal. Our proposal is to follow a regional scope,
by limiting the scope of monittng/management actions on the
managed node and its one-hop-aligtneighbors. The goal is to
enhance the overall MMHC connectivitfall the cooperating
network opportunitiesasa whole) bymonitoring and influencing
the behavior of nodes via ontggional scope considerations.

3. MMHC ENVIRONMENT

We have designed and implemted our MMHC middleware,
already presentedn [2, 3], by carefully considering novel and
lightweight context indicators about reliabilitguality, and dura-
bility. The MMHC open-source protqig is freely availablefor
the wireles managenent regarch cormunity at its conpanion
Web site nttp://lia.deis.unibo.it/research/MMHC/ IN
different distributions for the nsbspread opeating systems (Li-
nux, MSWindowsXP/Vista, and MacOSX).

Figure 5 gives a high-level overview of the MMHC architecture.
Its main componentsare Network Interface Provider (NIP) that
offers honpgeneousmanagenent acces to heterogeneousire-
lessinterfaces,ConnectorManager (CM) that enables andama
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ages single-hop wireless links, aRduting Manager (RM) that
properly configures milti-hop paths.

multi-hop|paths send local context

and requirements

receive remote context

single-hopfconnections ~ and requirements

local node
- .
requirements
single-hop opportunities

] provide connectivity

Network Interface Provider ‘

V—*—|
(IEEE802.11) (_Bluetooth ) (_ UMTS )
Figure5. Our MMHC middleware architecture.

In particular, NIP is in charge qfroviding a commonAPI by
hiding low-level detailsof underlying drivers and operating sy
tems. CM gathers RSSI sequences to evaluate connector reliabil-
ity for anysingle-hop MMHC opportunityOn thisbasis,it takes

local decisionson the subset of single-hop paths to activate for
performance ske. RM instead,is in charge of managing routing
rules for multi-hop path construabn. It works to send/collect
information/requirerants on path suitabilityo/from collaborating
nodes to the purpose of the coagsained estimation of path
quality/durability. Further details are in [2,.3]

From the network lagr point of view, CMis in charge of creating
single-hop links taewly discoverd networks, e.g., bperform-
ing IEEE 802.11 associations Ad°s and configuring IP parasn
ters via DHCP. If a node hasuttiple interfaces, CMcanconnect
the nodeto different networks simultaneouslinstead, RM is in
charge of interconnecting different networks, hgdifying local
routing rules and activating NAT ewhanism in order tosolve
potentialconflicts betweendifferent nanespaces Note that inter-
connected networks male based on heterogeneous wireless
solutions, such as Bluetooth abdMTS. For instance this is the
ca® of Node A in Fgure 6, which access the Internet via an
UMTS BS while it provides connectivityvia a Bluetooth inter-
face. The rain purpog of MMHC is to effectively organizeand
handle Internet connectivityby exploiting contextinformation
for coarg-grained evaluationf which are the expected bel-
laborative pathgo forward packetdo, e.g., basl on esimated
maximum throughput.

getting
connectivity

context information
Internet requests

offering
connectivity

Figure 6. A simple example of multi-hop multi-path scenario
enabled by MMHC.



Let us point out that CM/RM maganent leads to the establish-
ment of a tree-network topologyhere path determination tisg-
gered from the bottom and directed toward the Internedmnaf
the activatedMMHC paths[1]. For instance, node A can get ac-
ces to the Internet via BSbut cannot exploit MMHC to get a
shared file from node E. Instead, MMHC context indicatmes
distributed along a top-down direction, e.g., nddeaninform its
one-hop neighbor clients that it is albdegrovideconnectivityata
given estimated throughput, but nodesad@ E cannotdirectly
inform node A about their curresituation, e.g., suffering from
traffic starvation. This simplifyng approach was adopted in the
current MMHC prototpe to ensure fast configuration of self-
organizing nulti-hop paths with linted managenent costs.

Our original proposal here is of enhancing the MMhh@@idle-
ware to exploit more deeply all the potential of MMdf@ontane-
ous networking byencouragingcooperative behaviors. To this
purpose there is the need fomore sophisticated mechanism for
the distribution of context indiators among participating nodes.
For instance,it could be useful to inform, in a bottom-up way
node A about the number of nodiés neighbor clients are cur-
rently serving, e.g., to offer laggbandwidth if this number grows
and A has not strict cuirenents for its localapplications While
nodes should be aware of a widet s context informationat
the sam time we claimthat it is unfeasibl¢o pursueglobal and
consigent awarenesof contextindicators in order to lifh man-
agenent overhead. Mintaining ontext awareneswithin a re-
gional scope promises to be a suitable tradeoff for the MMHC
middleware to take proper control decisions to improeenec-
tivity effectiveness and fairness, e.g., dgadvantaging/favoring
nodesin relationto the amount of locallgenerated traffic and the
forwarding traffic theyhave served.

To better clarifythe guidelines obur proposal with a practical
example, consider the topology Figure6. Basedon throughput
estimation, Node F will correcthselect the path on the right via
Node D and B becaaghis path performance isexpectedo be
better than the one on the lefa¢iuding one Bluetooth link with
narrow bandwidth). Later on, when Node D starts intensively
exploitingthe path on the right, Node F will probatsyffer from
connectivity starvation, potentiallfforcing Node F to switcho

the path on the left. Howeveriggered byregional-scope context
indicators (gathered locallgnd povided byNode F), Nodd® can
becomeaware of the "unfairness" of its behavior and take connec-
tivity sharing countermeasures, swhreserving to NodE part

of its bandwidth toward Node B.

Let us rapidlypoint outthatthe MMHC middleware is based on
the assumtion that users are willingp behave fairly at least as
far as connectivitysharing does not negativeffect their own
performancetoo much. Trug managenent mechaniss to ensire
the reliability of exchanged context indicators are out-of-the-
scope of this paper and part of our future work.

4. MMHC FAIRNESSMANAGEMENT
WITH REGIONAL SCOPE

Given the above motivations, IMMHC we have decidedo
adopt an approximatethirness management solution with re-
gional scope. Our original solution is based)docal monitoring
to estimate the sharing behavior of singteles andi) the deliv-
ery of local monitoring data to neighborodesin the MMHC
topology. Each node works as a local monitor @gymparing the
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amountof traffic it generates with the one traversing it (either
successfullysent or dropped packets). The primatgais to ex-
ploit these data to understand to a fapproximationwhethera
node (local or neighbor) isnducing/suffering from starvation
(guiddine #1).

By delving into finer details, we defirlEraversingLoad (TL) the
ratio between traversing and locally generated traffic. IfigL
lower than0.05, eitherneighbors are producing velinited traf-

fic to forward or the local node is starving their traffic. Starvation
is likely to occur particularlyif the locally generated traffids
greater than 50% ET, where ET the maximum egimated
throughputthat thelocal node can achieve (for the approximated
dynamic determination of ET in MME, se [1). In thiscas the
local node activates thRossible Local Starvation (PLS) state.
PLS is deactivated when TL grows over 0.25, déyabling
neighbors to correctlyransmit again.

In addition, we define Outputftectivenes (OE) the percentage
of sucessfully sent packets of locally generated traffic. If OE is
lower than 0.05, it is highlyprobablethat there isa stuation of
local starvation. In this case the local negedsa Remote Star -
vation (RS) event to itspeer connector(sNote that inMMHC,
even if a node cannot connect to the Intethesugha multi-hop
path, it still can exchange fewaffic managenent datadirectly
with its connector. Both indicatorare collected periodically
(every 60 seconds). In that waMMHC limits its monitoring
overheadwith an obvious tradeoff on misbehavior detection de-
lay. However, we took thatlesign/implementation decision be-
cau® we are mainly interesed in pubing for scial connectivity
sharing (achieved even with spdic monitoring) and not in sup-
porting fairness with sttt time requirements.

Eachnode autonomouslgxploits the above context indicators to
estimate whether and which actions are requigatiéline #2):

1) as soon as thBLS stateis activated, the node informs its
local user of the detection d¢fer probablemisbehavior(at

least to the purpose of efftive connectivitysharing);

2) if the node receives an RS event frarmeighbor buPLS
hasnot been activatedey; it forwardsthe RS eventto its
connectors;

3) if the node receives an RS event ainelPLS statehas been

alreadyreached, it ries aL ocal Starvation (LS) event to in-
dicate that the local node is generating starvation in its
neighbors.

Point 1 allows the well-intentioned user titke proper counter-
measuresutonomouslye.g.,by manually limiting the maximum
bandwidth of an FTP client she éxploiting. It is worth noting
that this nechanismcan enablethe positive effect of lifting
local bandwidth onlywhen ¢rictly required: in the case thhtcal
starvation isdetectedbut other nodes do not need bandwidth, the
local node does not suffer froamy bandwidth limitatiorbecause
the usercan simply decide tiggnore limitation suggestions from
the MMHC nonitor.

Point 2 is motivated byhe cases where a node suffers from star-
vation, but not causely its connectors at one-hop distance. In
this case it is advisable to prade the RS event tgppernodes

in the path, until the event reachiee connector that is the reason
of current bandwidth saturation. Les point out that this does not
meanthe adoption ofa global scope. Instead, our management
approachis regionalin the sense that nodes evaluate received data



and forward them to single-hop neighbors/connectors ibrig-
quired. In that waymanagement overhead is confined omithin
the subset of nodes actually interestecstayvation.

Point 3 certainly addresses theost interesting cases. Based on
our effectivenesfairnes guidelines we claimthat in this ca®
the local node has to modifyts local bandwidth reservation pol-
icy in order to i) favor traversing traffic of cooperating nodes in
place of locally generated traffic and ii) faube nodegurrently
evaluated as more cooperatigeifeline #3).

Figure 7 Bowsthe architecture of our decentralizegchanis

for regional fairness amagenent in the case of aode getting
connectivitywith interface B and offering connectivitgsources
throughinterfaces A and C. Let us anticipate that Traffic Marker
and Starvation Monitoenableguideline #1, determining whether
nodes behave in a selfish/collaborative wayaffic Controller
and its management policinstead, enable guidelines #Ad#3,
thus "pushing" nodes to fairl§istribute traffic load and to reward
the ones with more collaborative behavior.
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Figure 7. The architecture of MMHC fair ness management.

Traffic Marker is the component in charge ofonitoring data
packets to estiate TL and OE. It is based dahe capability of
differently marking incoming/traversing data packets, of monitor-
ing how data packets leaving the node are markedof under-
standing whether thegre correctlydelivered.

Starvation Monitor exploits TL and ET paraetersto infer if the
node is currently generating atvation to other collaborating
nodes(PLS state).In addition it nonitors the OE paragter to
infer if the local node is sufferinfjom starvation(RS event).On
the one hand, it informs connectors in the case ofafipoxi-
mated evaluation that the local node is urstarvation(outgoing
RS event). On the other hand, it gathers infdiom related tahe

rently serving a higher number ofients (as better detailed in the
following). Note that Traffic Controller also has to adlify local
bandwidth allocation to avoid starvation.

To practically exemplify how our regional-scope fairnessan-
agenent dlution works consder the realisc ca® of Figure 6.
Suppose that Node C is intersliy exploiting the path to BS
while both Node E an& do not geneate traffic. In this case the
Starvation Monitor on Node C can observe posdittal starva-
tion. However, Traffic Contiter does not perform any band-
width limitation operation becaasieither Node E nor Nodelas
notified any starvation-related event. Then, wheade E starts
exploiting the network, its owiStarvationMonitor detectsthat
there is no bandwidth available and inferiiodeC that it is
suffering from starvation. Only dhis point Node C starts lower-
ing the bandwidth reserved to localigneratedraffic to enable
node ES Internet connectivity

To denonstrate the feasibilitand effectiveness dlie abovefair-

nes managenent solution, we have accordinglgxtended our
MMHC middleware prototge. In the following, withoutany
ambition of completenesgie simpy present some insights, hope-
fully of general interest, abotite prototpe implementation. The
main purpose is to point out i) how our solution can recognize a
possible starvation and ii) which actioitsperformsto autono-
mously take appropriate counteaasures to fairlyshare traffic
load and to reward collaborative clients.

As alreadystated, the mechanism undénky both starvation iden-
tification and differentiated bandwidth reservation is the differen-
tiated marking of traffic packets. To this purpesgeusethemark
option of the Linuxiptables conmand in themangle table. In
that way MMHC distinguishes packetgeneratedocally (out-
put chain), packets sent to the local nodep(:t chain), and
packets simplyrouted to other nodesd{rward chain). Tocor-
rectly mark packetsconming from different clients we activate a
new nerking rule whenever the local DHCP ser(arstantiated
by the MM HC middleware)providesa new leas. For ingance, in
casethe DHCP server assigns éhlP address 192.168.1.8, our
solution creates the followingarking rules:

i) iptables -t mangle -A forward -s 192.168.1.8 -7
mark --set-mark 8

activatedon connectordo merk packetscomng from a newly
discovered client;

i) iptables -t mangle -A output -s 192.168.1.8 -7
mark --set-mark 8

activatedon the client requestingonnectivity resources to ank
packets generated locaiynd sent to the new connector.

The activation of managementles is performed byexploiting

possible starvation of remote nodes (ingoing RS event). Thesethetc command: .
data are required to decide, to a first approximation and in a t¢_class change dev Sdev parent 1:1 classid 1:1

coarse-grained but efficient manner, if the local nisdaducing
starvation in other collaborating entities (LS event).

Traffic Controller has the main goal of enforcing management
policies to avoid starvation. As alreadwticipated the currently
adopted policysimply informs the user whenevestarvation
Monitor notifies the possibilitghat the locahodeis causingstar-
vation (PLS date). Ingead, whenevert8rvation Monitor notifies
anLS event, Traffic Controller activelynanagedocal bandwidth
allocation. The amountof bandwidth reserved to collaborating
nodes reflects their degree of comieveness to a firsapproxi-
mation. For instance, wider baniith is offered to nodes cur-
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htb rate $bw prio 1

The command is executed wheneverdient joingleavesthe net-
work. It createsa new traffic clasbagd on the Hierarchyroken
Bucket discipline, particularlysuitable for reserving different
amounts of bandwidth to different classes of traffmws. It
specifiesthe maximum bandwidth allowed via thedev interface,

i.e., the interface exploited by the peer connectors for offering
connectivityresources.

The selection of a proper bandwidtservation policypernits to
fairly share traffic load and to reward collaborative effish
nodes. In particular, elientCi requesting connectivityesources
receivesa bandwidthsbw..=w.;* (ET*RB), while the local node



achievessbw,=ET* (1-RB), Where Rerate Bandwidth (RB) ishe
ratio between totabandwidthand bandwidth reserved for col-
laborating nodes and; is the weight related to nodei (3c:
we:=1). The initial policy isrRB=0.20 andw.;=1/#clients for
any node, thus reserving 80®§ the estimated throughput to the
local node and equallgharing the remainin@0% amongthe
others. However, local applicati conditions and LS events can
pushto reconsider this defaultonfiguration. In particular, the
userof a node can specifyf she requires low, medium, or high
performance for her locapplicdions. MMHC consequentigets
RB to 0.80, 0.50, and 0.20, respively (note that thedefault
configurationtries to naximize the satisfaction of the local user).
However, RB isfixed at leasto 0.50 in the casthat the frva-
tion Monitor has notified an LS event. This is justified dyr
primary objective of providing aninimum quality of connectivity
to any collaborating node, despite its position in the MMHC net-
work topology. In addition, nodes notiff they behave as peer
connectors and how many clients thaye currently serving.
MMHC =ts weight valuesaccordingly thusfairly reserving and
distributing the quota of availableandwidth.For instance,con-
sider a deployment environmenttlvtwo clients, C1 not provid-
ing connectivity and C2 providing connectivity to other two
nodes. MMHC autonomouslgetSw.,=0.25 andw.,=0.75 (dif-
ferently from the initialw.,=w.,=0.50 configuration).

5. RELATED WORK

Severalproposals have recentipvestigated som specific and
partial apectsof what we define here dahe ®cial connectivity
sharingscenario.Somework is starting to propose ther®rgic
and smultaneousexploitation of heterogeneoursterfaceshosted
at mobile terrmals. Most of them have focused on one specific
wireless technologysuch asEEE 802.11 oGPRS/UMTS.Their
main purpose is to provideeanhess connectivityin deployment
environments where these tecloges are integrated, possibly
with different levels of dgamidty. For instance, [4]aims at ex-
tending cellular network capabilities via relatations,with the
main goal of increasing cellular coverage. gid [6] instead,
specifically address the issue ofamaging client robility among
heterogeneous utti-hop networks.

By focusing on rmilti-hop scenarios, recergontributions about
spontaneous networking hawtated to recognize the relevant

the channels exploited b\EEE 802.11. The ain goal is to nax-
imize throughput of (distant) nosldoy minimizing interferences
between close single-hop links. Other proposals focus oefthe
fective allocation of wirelessnedium frequencies andn the
scheduling of tire slots to rmimize packet collision$l2, 13].
These proposals can properly work to maximize the overall
throughputin the collaborative network, but do not consider traf-
fic starvation of single collabotige nodes andmost important,
their applicability is limited to honogeneousmulti-frequency
environnents, such as all-lIEEE802.11ltirhop networks.

Finally, sone solutions in the literature activelyontrol traffic in
order to maximize fairness and adatarvation. [14]imits flows

at the first hop to minimize negative impact on the remaioéler
the path. Its @n drawback is thtit is bagd on idealized perfect
knowledge of offered load and link capabilities. On the contrary
our solutionis based on practical, easy-gather, coarse-grained,
and lightweight context indicats with regional scope. Other
contributions propose a modificati of layer-2 protocols, which
does not fit well the highlgynamic and heterogeneous environ-
ments targeted by MMHC. For imstce, both [15and [16]adopt
the Max-Min fairness definibn applied to milti-hop wireless
networks. The formedynamicallyreserves larger bandwidth for a
flow only if it does not affect thehannel time of other concurrent
flows. Maximum fairnes/perfornance trade-off imchieved when

it is impossibleto improve the quality of anjlow without lower-
ing the throughput of other flowsAlso this solution requires
global knowledge of network topolofpgate,with the associated
non-negligible management ovedd. [16]is basedon channel
time allocationtoo, but its approach is distributed and incre-
mental. It defines contentiongi®ns consisting of nodes up to a
distance of 2 hops. Its primadrawbacks are its approach thae
MAC level and the consideration of onhormogeneous miti-hop
paths. [17] tries to mitigate throughput differences of long and
shortpathsby decreasing the drop probabilitf packets travers-
ing a high number of hops when traffic queues are Tallsome
extent it proposes a solution guidelgimilarto what presented in
this paper, thus confirig the suitability of our approachut it
only exploits path length as the exchanged context indicator.

In short, nost recent contributions aimt supportingfairnessin
homogeneous networks, hgtroducing non-standard modifica-
tions to layr-2 protocols.In addition, theydo not consider high-

effectof rapid throughput degradation at the increasing of the hop level and expressive context indiog, such as number of served

number. [7]aims at exploiting short and non-overloagetths;
however it doesnot propose how to monitor traffic load of coop-
erating nodes in a lightweight amdfective way. To the best of
our knowledge, [8]is the onlynotable proposal that recognizes
the importance of lightweight @chanisra to meximize reliability
and practically addresses thisiie bydistributing context data
about path robustness.

Regarding the management of fairness in connectrégpurce
sharing, a few contributionshave recentlyinvegigated sme is-
sues related to ufti-hop wireless scenario§one work hasspe-
cifically addressedhe analgis of throughput behavior in uiti-
hop multi-client paths. [9]provides adeepstudy of CSMA-based
MAC protocols in terms ofmaximum throughput and fairness
achievable. [10primarily aims at fair bandwidth sharing bym-
posing a desired topologhowever the solution demonstratés
be hard to applyto dynamic environments where nodes may
join/leave the network abruptly11] aims at providing &air ex-
ploitation of network resources tperforming load balancing of
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nodes and expected maximum throughput.

6. CONCLUSIONSAND ONGOING WORK
Our research effortior the degyn/implementationof the MM HC
prototype and our practical experience oniitghe-field deploy
ment over milti-hop heterogeneous networks wittff-the-shelf
equipnentdenonstrate the feasilty of middleware solutions for
self-organizing MMHC. In particalr, this paper, presentirgur
work-in-progress in the field, highlighte relevance of stimulat-
ing spontaneous sharing of connectivigsources, byliscourag-
ing selfish behaviors. In additiome claim that ifprovidessome
useful practical insights on hoto achieve these goals with a
limited overhead. In fact, to actualjyronote the utilizationof
self-organizing connectivitgolutions there isthe needof effec-
tively pushing users to behave “sociallpy sharingconnectivity
resources and bgroviding their neighborsvith sufficient band-
width to get Internet connectivityatisfactorily



Our regional fairness proposal enables the managements of re-

warding for connectivitysharing in a decentralized and efficient
way, by exploiting context indicators that agatheredn a light-
weight manner. At the santene, our solution works to ensure a
minimum connectivityquality to all collaborating nodes, in order
not to harm peer connectorgthivexcesive forwarding load.

The encouraging preliminaryesultsachieved up to now are mo-
tivating further research work and MMH®&ototype extensions.
In particular, we are working on the adoptiondidtributedtrust
managenent modelsfor the decentralized and reliable ranking of
nodes depending on their trlistel. In addition, we are extending
the MMHC prototye with a continuitymanager tocounteract
tenporary connectivityinterruptionsduring path reconfigurations
for applications with soft realtien continuity requirenents, such
as audio-on-demand services.
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