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ABSTRACT
Due to the nature of wireless communications, a single radio
access technology (RAT) hardly satisfies all communication
needs. RATs are roughly divided into two types: cellular
and short-range. It becomes increasing popular to equip a
mobile device with both types of air interfaces. By seam-
lessly integrating different types of air interfaces into a sin-
gle network, a new mobile communication model emerges.
Benefit from the mesh structure interweaved by cellular and
short-range links, the new model is able to enjoy reliabil-
ity, flexibility, coverage extension and enhanced service. Al-
though several architectures have been proposed based on
this model, a practical control solution for seamless integra-
tion of cellular and short-range systems is still absent. We
propose in this paper a novel cooperative architecture with
a control plane backed by cellular systems. A dedicated con-
trol unit is developed to tightly control the user cooperation
of mobile devices using their short-range links. In addition
to the architecture design, we propose two services based
on the proposed architecture. It shows the potential of the
architecture to carry new services, especially, multimedia
services.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design

General Terms
Design

1. INTRODUCTION
Mobile communications over last two decades have experi-
enced an explosive growth. Up to date there are more than
3.4 billion mobile phones around world. Accompanying with
the rapid increase of numbers comes the function transform
of mobile phones. Nowadays a mobile phone is no long a
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pure voice terminal but becomes a general-purpose personal
mobile computer, in which data communications become an
integral part. To facilitate data communications, it becomes
a trend to install multiple air interfaces on a single mobile
device, e.g., cellular, Bluetooth or WiFi. It gives a mobile
device means to access different type of networks, which can
complement each other according to their own characteris-
tics. Evidence shows that cooperation of multiple air inter-
faces of a mobile device is able to provide significant service
gain [4]. Cooperation through short-range air interfaces of
mobile devices actually creates a new paradigm for cellular
communications [4]. However, the architecture of current
cellular networks has less consideration for this paradigm.
To fully release the power of cellular-short-range coopera-
tion, which has potential to significantly improve the re-
source utilization of cellular networks, enhancement to cur-
rent point to multi-points (PMP) architecture is demanded.

In the past, cellular and short-range networks are normally
combined only for capacity enhancement and coverage ex-
tension (see [1],[6], [11],[9],[8] and references therein). An
ad-hoc extension for second-generation GSM was suggested
in [1], where mobile stations (MS) take part in relaying us-
ing their Mobile Ad Hoc Network (MANET) interfaces to
improve the coverage of the GSM system. Wei et al. [11]
integrated WWAN and WLAN into a two-hop-relay archi-
tecture for the system capacity improvement of WWAN sys-
tems and coverage extension of WLAN terminals. In [12],
a cellular system is integrated with ad hoc relays to achieve
load-balancing in cellular networks. Luo et al. [8] used ad
hoc networks to improve the capacity of cellular networks.
Moreover, relay-based systems have been intensively studied
by the working group 4 of the wireless world research forum
(WWRF) [9]. As we can see, most proposed approaches sim-
ply aim to find new possible ways to reach end users from the
cellular network. The opportunity obtained from the user
cooperation in short-range networks is seldom considered in
the architecture design.

To fill this gap, an architecture enabling user cooperation
cross cellular and short-range links was proposed by Fitzek
et al. [5]. Named as cellular controlled peep to peer commu-
nications, the essential idea of this cooperative architecture
is to establish a wireless grid weaved by cellular and short-
range links of mobile devices, allowing different types/levels
of resources being shared in the grid. Service enhancement
instead of coverage extension becomes the primary focus of
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Figure 1: Cooperative Architecture.

the architecture. The use of this architecture to achieve en-
ergy saving, improve the quality of DVB-H streaming, and
perform cooperative tasks was demonstrated in [2],[4].

The architecture proposed in [5] may give a new life to con-
ventional cellular networks. It turns conventional cellular
networks into a mesh network where radio and network re-
sources can be flexibly provisioned according to needs. To
release the power of the architecture, a control plane capable
of seamlessly integrating the cellular and short-range links
becomes necessary. Otherwise, the benefits brought by the
architecture may be compromised. To our best knowledge, a
practical control solution is still missing. It is the objective
of this paper to propose a control solution for the architec-
ture and give birth to a new cooperative architecture.

The contributions of the paper are following:

• A control architecture is proposed, where cellular links
are used as control channels and a dedicated control
unit, namely the cooperation control station (CCS), is
designed to fully coordinate cooperation in proposed
architecture.

• The idea of cellular link aggregation is proposed based
on the designed control architecture. Multiple cellular
links are able to aggregate to serve one MS through
the cooperation of other MSs.

• Two interesting cooperation services are introduced
based on the proposed architecture.

The remainder of the paper is organized as follows. Section 2
explains the architecture, which includes the detailed de-
scription of the CCS. Section 3 gives the control procedures
of two cooperation services. We then draw the conclusion
and give future work in Section 4.

2. ARCHITECTURE
As shown in Fig. 1, the cooperative architecture comprises
cellular base stations (BS), multi-air-interface MS, and a
CCS. A BS offers to its MSs packet-based voice, video and

data services. We focus on multimedia services over Internet
in this paper. MSs access services mainly through cellular
links. This is a typical case in current cellular networks.
MSs are assumed to have one or several short-range air in-
terfaces, e.g. Bluetooth or WiFi. Indeed, mobile phones
with multiple air interfaces become increasing popular. It
is reasonable to assume that the majority of future mobile
devices will be equipped with multiple air interfaces. The
CCS is proposed as the key to facilitate mobile cooperation.
With the aid of the CCS, a reliable mesh topology is estab-
lished and maintained on a demand basis among BSs and
MSs through their cellular and short-range links. On top of
this topology run conventional, improved, and new services.
In this architecture, the edge of wireless access networks dis-
appears. MSs are not any more the terminals of services, but
the flexible extension of service infrastructure.

The following example shows a typical cooperation process
occurring in the architecture. As shown in Fig. 1, the MS A,
B, C register on the CCS through their cellular links. With
the assistance of the CCS, the MS A knows the MS B and
C are its one-hop neighbors who are willing to share their
resources with the MS A. At a moment, the user of the MS
A wants to watch a high-quality online video. However, the
available bandwidth of this mobile may not always guaran-
tee the bandwidth required by this video. By checking the
cooperation opportunity from the CCS, the mobile knows
additional bandwidth can be borrowed from the MS B and
C through their short-range links. The MS A then negoti-
ates with the MS B and C through the CCS and starts the
cooperation session from the CCS.

As we can see from the example, several problems have to
be addressed before making a seamless cooperation possible.
First of all, a signaling mechanism is required to setup and
control the cooperation. We propose the use of cellular links
as the control channels and the CCS as the point to perform
the control task. The CCS not only provides signaling for
short-range cooperation of MSs, but also acts as a gateway
to make the cooperation transparent to the transport layer
of the network stack. To enable the signaling in this archi-
tecture, the modification of the protocol stack in the CCS
and MSs is required. We propose a 2.5 layer in the CCS
and MSs and use it to tunnel the transport layer services.
The aim is to minimize the modification to the current pro-
tocol stack. To facilitate the cooperation, we introduce the
cooperative cluster concept as well. A cooperative cluster is
a set of mobile devices grouped on demand for a coopera-
tion session. We describe the cooperative cluster, CCS, and
protocol stack as follows.

2.1 CCS
The CCS is responsible for cooperation management in the
proposed architecture. The motivation to introduce the CCS
is to fully release the power of cooperation in cellular-short-
range networks. In most proposed approaches [4], the MS
is responsible for the organization of cooperation. It is not
an efficient solution since a MS has limited view on resource
allocation of network. Additional management tasks may
consume significant amount of battery energy from MSs.
Moreover, the always-on cellular links of MSs, which are the
best for the control purpose, are not explored at all to fa-
cilitate the cooperation. In addition to the control problem,
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Figure 2: Cooperation control station.

the security problem is rarely touched by existing solutions.
In practice not every MS is willing to join any kind of coop-
eration. The use of the CCS has potential to solve all those
problems.

The CCS is composed of a control and data plane. The main
functions of the control plane include: user management,
topology management, cooperation process, policy enforce-
ment, and security and trust. In the data plane, the CCS
acts as a gateway for transparent transport layer services
between MSs and service servers. The building blocks of
the CCS are shown in Fig. 2.

2.1.1 Control plane
The user management module takes the responsibility of
user registration and de-registration. Note that the user
and MS are different concepts in this paper. Similar in 2G
and 3G networks where a user is represented by a subscriber
identity module (SIM) card and can be mounted on differ-
ent mobile phones, we use the same idea here to allow users
define their device-independent cooperation policies. This
separation of concern simplifies the management task and
makes it possible to run cooperation services by operators.

Through the security and trust module, the user manage-
ment module is able to authenticate the user. The security
and trust module has connection with the authentication,
authorization, and accounting (AAA) server of the cellular
network. The authentication of the user is performed re-
motely in the AAA server. In addition, the security and
trust model retrieves security policies from the policy reser-
voir, computes the constraints of users in a cooperation ses-
sion, and instructs the cooperation process unit to solve se-
curity conflicts in cooperative clusters.

After a successful registration, a user is associated with
stored cooperation police. The cooperation policies define
the constraints a user will obey when cooperating with oth-
ers. The user management module also collects the capabil-
ities of the MS, which include the parameters of air inter-
faces and the status of the MS, e.g. the battery level and
its location in the cellular network. It stores the collected
information into the user profile database, polls and updates

the status of the MS periodically until it de-registers from
the CCS.

The topology management module is responsible for obtain-
ing the potential topology of MSs formed by their short-
range links and providing the cooperation process unit the
topology information to create and maintain cooperation
sessions. The potential topology means the complete con-
nectivity map generated by the short-range air interfaces of
the MSs which are allowed by their users for cooperation.
It indicates possible cooperative clusters upon which could
be built. Due to the mobility of MSs or other reasons, the
potential topology may experience dynamic changes, and in
turn affect the setup of cooperation. It thus requires mech-
anisms to timely update the potential topology. To achieve
this, the topology management module uses neighboring dis-
covery and link monitoring as proactive approaches to dis-
cover and maintain the topology.

By knowing the approximate location and air interface infor-
mation of MSs during the registration phase, the topology
management module instructs MSs to perform neighboring
discovery intelligently. Indeed, having a top view of MSs
in the CCS allows a more efficient neighboring discovery
process among MSs. The neighboring discovery process is
performed regularly in each MS. Once detecting new neigh-
bors, a MS starts the link monitoring process to update the
connectivity with its neighbors periodically. The topology
management module instructs MSs the frequency to perform
their link monitoring according to the cooperation needs. In
addition to proactive topology monitoring approaches, the
topology management module receives de-registration noti-
fications from the user management module and updates the
topology accordingly.

The cooperation process unit performs the control task in
a cooperation session. Once receiving a cooperation request
from a MS, it first checks from the potential topology the
possible cooperation partners. It then obtains the coopera-
tion policies of those partners from the policy reservoir, and
their air interface configuration and status from the user
profile database, calculating the possible cooperative cluster
setups. The cooperation policies are pre-defined rules repre-
senting the preference of users to share their MSs resources.
Those policies are agreements setup between users and op-
erators, defining the permissions that the CCS can use to
automatically setup cooperation sessions. Policies are rep-
resented by a semantic language that allows computation.
There are several policy language candidates to fulfill this
need [3],[10],[7].

The algorithm in the cooperation process unit determines
the configuration of the cooperation, which includes the short-
range interfaces to be used, the cooperation link, and the
setup of each MS in the cluster. Since an associated MS in a
cluster may acts as a relay node forwarding packets between
different air interfaces, it is important to build a correct
packet-forwarding mechanism. To achieve this, the modifi-
cation of the network protocol stack in MSs is required. We
will explain the detail of the protocol stack in the following
section.

The cooperation process unit instructs the MSs to setup a
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Figure 3: A cooperation procedure.

cooperative cluster once it obtains the configuration from
its algorithm. Note that the algorithm may conclude that
there is no suitable configuration for the requested cooper-
ation. Moreover, the configuration may change during the
lifetime of the session triggered by some events, for instance,
an associated MS leaving the reach range of the cluster, or
a new MS joining the cluster. The cooperation process unit
needs to monitor the topology and update the cluster con-
figuration accordingly.

2.1.2 Data plane
One important service the CCS can offer is the bandwidth
sharing service among MSs. As partially illustrated in Fig. 3,
the service allows the transport layer stream being split
at the CCS, relayed by several MSs through their short-
range links, and finally aggregated at the destination MS.
Although Fig. 3 only shows a unicast case, the multicast
and network coding based applications can be supported by
this service. The bandwidth sharing service is enabled by
the data plane of the CCS.

The data plane of the CCS acts as a gateway to provide
transparent transport layer services between MSs and ser-
vice servers. It provides two modules: transport layer tun-
neling, and multi-stream scheduling. The transport layer
tunneling module splits a single data stream from the service
server to multiple streams according to the cooperative clus-
ter configuration and load balancing requirement. The split
multi-streams are tunneled into a 2.5 layer of the protocol
stack and resembled at the destination MS. The behaviors
of the data plane are controlled by the cooperation process
unit of the control plane and is able to adapt to the dynamic
topology changes. To avoid packet loss due to unexpected
topology changes, a buffer is offered per cooperation session.
The multi-stream scheduling module schedules the load to
multi-streams according to the channel quality information
of cellular and short-range links.

2.2 Protocol stack
To support the split and aggregation of transport streams
over multi-hop links, it requires the nodes along the path be-
tween the CCS and the destination MS acting as a router.
Such a router should be able to dynamically change their
configuration according to the need of a cooperative cluster.
The reconfiguration is time-critical. Otherwise the band-
width sharing service of the CCS will fail. Conventional
routing schemes in wired and wireless ad hoc network hardly
meet this requirement. Inspired from the multi-protocol la-
bel switching (MPLS) concept, we introduce a 2.5 layer ap-
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Figure 4: Protocol stack of proposed architecture.

proach in the proposed architecture. In such an approach, an
additional sub-layer is embedded in the IP layer of the CCS
and MSs, responsible for routing across cooperative clusters.
The objective of this design is to maximize the compatibility
by keeping other layers untouched. The modified protocol
stack is shown in Fig. 4.

As shown in Fig. 3, the CCS assigns each cooperation session
a cooperation ID, which is used in the 2.5 layer for the rout-
ing purpose. When the data plane of the CCS receives an IP
packet destined to a cooperative cluster, it checks from the
scheduling rule which MS in the cluster will relay the packet.
Once determining the relay MS, the data plane of the CCS
encapsulates the whole packet into a new IP packet with the
IP address of the relay MS as the destination address. The
cooperation ID and other control information are embedded
at the beginning of the payload of the new IP packet, fol-
lowed by the original IP packet. The source address of the
new generated IP packet is set using the IP address of the
CCS. By this means the relay MS is able to identify it as a
cooperative packet. The control plane of the CCS configures
the MSs in each cooperation cluster properly before and dur-
ing the cooperative session. The relay MS therefore knows
from which air interfaces the packet will be forwarded. The
packet is finally delivered to the destination MS. From the
cooperation ID in the packet, it knows how to deliver the
packet to the correct stream in the IP layer. If the trans-
port layer service needs acknowledgement, acknowledgement
packets are sent directly from the destination MS through
its cellular link.

If no cooperation is requested by the MS, the 2.5 layer simply
bypasses the packet without any re-encapsulation process.
It is shown in Fig. 4 that the blank part of the 2.5 layer
bypasses the packet, while the shadow part the 2.5 layer
involves in the cooperation process. The CCS is responsible
for configuring the 2.5 layer of a MS to switch on/off the
cooperation.

2.3 Cooperative cluster
The cooperation is managed by clusters. A cooperative clus-
ter is formed by the CCS according to the request of one or
several MSs. One MS can request the setup of a unicast
cooperative cluster where other MSs in the cluster are relay
nodes. Multiple MSs can initialize a multicast cooperative
cluster where the members of cluster act as both relays and
receivers. A cluster can be terminated either by the re-
quested MS, or by the CCS when a raising policy conflict
requests a termination. For instance, the battery levels of
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all relay MSs are lower than their thresholds.

The CCS assigns a unique cooperation ID to each cooper-
ative cluster. A MS may participate in multiple clusters,
each of them having a unique cooperation ID. For instance,
a MS may setup a cluster where it receives resource from
others, and meanwhile it offers resource to others in another
cluster. The cooperation ID is used in the 2.5 layer to route
packets cross multiple air interfaces of MSs. Section 2.2 ex-
plains how the cooperation ID is embedded in the IP packet
for this purpose.

The behaviors of a cooperative cluster are fully controlled
by the CCS. Through the cellular link, the CCS is able to
configure the 2.5 layer of each MS in a cluster. Therefore
packets are routed correctly cross multiple air interfaces of
MSs. Using neighboring discovery and link monitoring func-
tions, the CCS is able to obtain the changes of short-range
links, and then adapt clusters to those changes through re-
configuration.

3. CONTROL PROCEDURE
In this section we introduce the control procedures of two
different applications which can significantly benefit from
the proposed cooperative architecture. One is the direct
peer to peer sharing in which two neighboring MSs use their
short-range link to exchange files and messages. Energy is
saved by using the short-range link instead of the cellular
link. The other is the link aggregation through bandwidth
sharing. We have briefly introduced the bandwidth sharing
concept in the aforementioned section. The detailed proce-
dure is provided in this section.

3.1 Peer to peer sharing
One may wonder that since two MSs can be reached by a
short-range link why the proposed architecture is needed for
their peer to peer sharing. There are two reasons justifying
the use of the cooperative architecture. First, The proposed
architecture is able to sense their short-range connectivity
and setup the short-range link on demand. The user inter-
vention to setup the connection is minimized. The second
reason is that when the short-range link is broken, the pro-
posed architecture is able to switch to the cellular links so
that the connection keeps alive.

The control procedure for a peer to peer sharing is shown in
Fig. 5 and described as follows:

1. Two MSs, denoted by A, B, register on the CCS.

2. The MS A initializes a peer to peer connection with B

through the CCS.

3. Through the neighboring discovery, the CCS detects
the MS A and B are one-hop neighbors connected by
a short-range link.

4. The CCS configures the 2.5 layer of the MS A and B

to route packets of the peer to peer connection directly
through the short-range link.

5. The peer to peer connection starts.

MS A MS B CCS

Registration

Registration

Request peer to peer connection with MS B

Configure MS A and MS B

Short-range link for connection

Link broken

Report link broken event

Reconfigure MS A and MS B

Cellular link for connection

Report short-range link recovery event

Reconfigure MS A and MS B

Short-range link for connection

De-registration

Stop peer to peer connection

1

2
3

4

5

6

7

8

Figure 5: Control procedure for peer to peer shar-

ing.

6. The CCS monitors the short-range link during the peer
to peer session. Once the link broken event is detected,
it reconfigures the 2.5 layer of both MSs to redirect
peer to peer connection through the cellular links.

7. When the CCS detects that the short-range link is re-
covered, the peer to peer connection is shifted back to
the short-range link.

8. A MS requests to stop the peer to peer sharing. The
CCS cleans the cooperation configure for two MSs.

3.2 Link aggregation by bandwidth sharing
In a cellular network, normally a user signs a service level
agreement (SLA) with the operator. The SLA defines max-
imum bandwidth or total traffic the user can use during a
given period. The link aggregation through bandwidth shar-
ing in a cellular network becomes reasonable since it gives
users an opportunity to re-allocate resources among trusted
parties. Moreover, the bandwidth sharing provides a solu-
tion to improve the connection when a MS has poor link
quality to the cellular network. The control procedure of a
bandwidth sharing service is shown in Fig. 6 and explained
in the following:

1. MSs, denoted by A, B, and C register on the CCS.

2. The MS A requests a bandwidth sharing service on the
CCS.

3. After a searching, the CCS finds the MS B and C can
offer their bandwidth to the MS A.

4. The CCS configures the 2.5 layer of MS A, B and C

to forward and receive packets correctly. The cluster
is formed.
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5. The MS A starts network applications using link ag-
gregation.

6. The CCS monitors the short-range links during the
cooperative session. It reconfigures the cluster once
detecting link changes. In Fig. 6, the link between the
MS A and B is broken.

7. The CCS detects a new MS D can share its bandwidth
to the MS A. It configures the MS D to join the cluster.

8. The battery level of the MS C drops below a threshold
defined in a policy of the MS C. The CCS releases the
MS C from the cluster.

9. The MS A requests a de-registration from the CCS.
The CCS terminates the cluster.

4. CONCLUSION
The introduction of the cooperative architecture actually
turns the conventional PMP cellular architecture into a mesh
structure where MSs are able to interweave their short-range
links with cellular links. It provides a considerable solution
for heterogeneous network integration with a general goal
to increase the efficiency of resource utilization. The use of
the dedicated CCS provides a chance to manage different
resources at network wide, thus increasing flexibility and
reliability of resource sharing. Moreover, the top view of
the CCS on network resources enables better solutions to
optimize the resource usage. In addition to achieving en-
ergy saving and enabling new services, the proposed archi-
tecture is able to coordinate the spectrum use in neighboring
cooperation clusters. Indeed, the common control channel
problem has been a challenge in dynamic spectrum access
(DSA) networks. In the proposed architecture, the cellular
link actually acts as a common control channel and the CCS
becomes the spectrum coordinator. In future work we will
apply the architecture to DSA scenarios.

In addition to the benefits, the proposed architecture may
bring several problems to current cellular networks. The

mobility of MSs may cause stability problems in coopera-
tion and thus affect the QoS of network applications. The
multi-streams solution in short-range networks may intro-
duce additional latency and jitter, which in turn impact the
transport layer services. Moreover, the proposed architec-
ture requires additional control overhead over cellular links.
It costs on one hand the cellular link bandwidth, and on
the other hand the energy of MSs. We will investigate those
problems in the future work.
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