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ABSTRACT
In this paper we present a number of wireless measurements
conducted on mobile phones using WLAN IEEE802.11b/g in
a multicast scenario. When designing efficient error recovery
mechanisms for reliable multicast protocols, it is necessary
to have good a understanding how channel errors occur and
preferably to have a network model that describes these er-
rors well. The measurement results in this work are not suf-
ficient to create an accurate error model, nevertheless they
provide two important results. First, the assumption of in-
dependent package loss, commonly assumed in simulations
and analytical work, does not hold. In all measurements
conducted the packet loss, observed at different devices, in-
dicated some level of correlation. Therefore error models
used for simulations and analytical evaluation should take
this finding into consideration. Secondly, the packet loss
probability observed at mobile devices of the same brand
and model, exhibited large differences. A uniform packet
error probability will therefore not be a satisfactory error
model, even when considering homogeneous networks.

Categories and Subject Descriptors
C.2.1 [Computer Systems Organization]: Computer-
Communication Networks—Network Architecture and De-
sign; C.4 [Computer Systems Organization]: Perfor-
mance of Systems

General Terms
Measurement, Performance, Reliability
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1. INTRODUCTION
The amount of group oriented applications such as multi-

media streaming, distributed gaming, etc. has increased in
resent years. In such services, distributing data using mul-
ticast provides an efficient utilization of the available band-
width [1], and is considered a key technology in future wire-
less networks [2]. As a consequence a large research effort
has been put into designing multicast protocols for routing
and data distribution, especially in Wireless Mesh Networks
(WMNs) and Mobile Ad-hoc NETworks (MANETs). One of
the significant technical challenges when designing efficient
multicast protocols, is how to provide high data rates and
reliable end-to-end communication. While at the same time
ensuring that the desired Quality of Service (QoS) for the
specific application is maintained. Designing such protocols
requires a good understanding of several factors such as ap-
plication requirements, network topologies and packet loss
characteristics [3]. When designing error recovery strategies
one commonly made assumption is that the loss of packets
is uncorrelated within a group of receiving nodes [4, 5, 6].
If this assumption is not accurate it can have a substantial
impact on the performance of the protocol [7].

The consequence of correlated packet losses can be illus-
trated by considering a simple wireless network as shown
in Figure 1(a). In this scenario one sending node denoted
s, multicasts data to six receivers {n1, .., n6}. The punc-
tured circles represent which nodes are within communica-
tion range of each other. First let us assume that the packets
transmitted from s are lost with independent probabilities
p1 and p2 at node n1 and n2 respectively. If the two indi-
vidual loss probabilities are reasonably low, we have a very
small joint probability that both receivers loose the same
packet given by p1p2. Thereby if a packet is lost at n1,
one simple and efficient error recovery scheme will be to let
n1 wait until n2 transmits the packet to node n3 and n4.
This type of passive error recovery strategies will work most
of the time, if packet losses are uncorrelated. Alternatively
consider if node n1 and n2 always looses the same packets
as illustrated in Figure 1(b), in this case it would not make
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sense for n1 to wait until n2 transmits the packet. In such
a highly correlated setup the best strategy would be to let
s retransmit the packet as soon as possible. Hence knowing
to what degree the packet losses are correlated will allow us
to choose the most efficient strategy.
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Figure 1: Two examples illustrating how packet loss
correlation at different receivers can affect the error
recovery mechanism used.
(a) the packet losses are uncorrelated. When er-
ror probabilities p1 and p2 are low, one of the re-
ceivers {n1, n2} within the senders s transmit range
will likely receive the packet. Hence if n1 looses a
packet it can wait and receive the packet when node
n2 transmits the packet to n5 and n6.
(b) the errors are highly correlated. If a packet is
lost both devices will lose it, in this case a good error
recovery strategy is to await a retransmission from
the sender s.

Despite the packet loss correlations impact on the perfor-
mance of error recovery aspects in multicast based proto-
cols, so far little attention has been given to investigate the
packet loss correlation between neighboring devices. In [7]
loss correlation has been determined between a small num-
ber of Wireless Local Area Network (WLAN) equipped lap-
tops. The results are used to compare video streaming using
leader based Automatic Repeat-reQuest (ARQ) schemes and
legacy multicast. Unfortunately the paper does not describe
how the correlation was calculated making it difficult to ver-
ify the results. In [8] several error control mechanisms are
evaluated using packet loss profiles built from real traces.
These traces have been obtained without considering losses
that occur before the multicast traffic is in the air, e.g. due
to overflow in the Access Point (AP) send buffer. Also no
classification of the level of interference is performed. In [9]
measurements using WLAN show that packet losses at sev-
eral devices can exhibit a certain degree of correlation. To
account for the observed correlation and break with tradi-
tional error models (Gilbert-Elliot and Bernoulli) Lacan et
al. proposes a new approach for simulating packet losses,
which more accurately describes the observed correlation.
Unfortunately the traces gathered do not take into account
losses occurring before data is transmitted from the AP.

Another parameter affecting packet loss characteristics are
the hardware variations which causes differences in link qual-
ity between nodes. In [10] Fuxjäger et al. observes that the
frame-error-rates of identical network interfaces can vary sig-

nificantly. The importance of handling these variations is
illustrated in the simple network shown in Figure 2. In this
multi-hop setup one sender s, conveys a stream of packets
to the nodes n3 and n4. Assume that node n1 has better
performance characteristics than n2. In this case when s
transmits a packet, node n1 should be chosen as the relay.
If both relays are exhibiting similar performance character-
istics either can be chosen as the relay. The measurement
campaign will give an indication of whether packet error
rates vary to such an extent, between identical devices, that
future protocols should take this into account.
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Figure 2: Multi-hop network where different relays
exist. An efficient multicast protocol should choose
the best relay when transmitting packets from the
sender s to the receivers n3 and n4.

In general WLAN measurement campaigns found in cur-
rent research are carried out using laptops or stationary com-
puters. In this paper the measurements are carried out using
our 802.11 capable mobile phone testbed. Therefore in addi-
tion to the loss characteristics, this will give an insight into
the performance in terms of delay and throughput obtain-
able on state-of-the-art mobile phones. The results can be
the basis for work on reliable multicast data distribution in
mobile networks, but could also be interesting for researchers
in related fields as it will provide real-life data, which could
be used for performance analysis of wireless networks using
mobile phones.

In this paper we will focus on answering the following
questions:

• What is the spatial correlation of packet losses between
nodes in a single hop network?

• Will adjusting the transmit power or preventing Line
Of Sight (LOS) between sender and receiver affect the
loss correlation observed?

• Can we measure significant variability in the appli-
cation layer packet error probabilities from phone to
phone (when using identical phones)?

The remainder of the paper is organized as follows. In Sec-
tion 2 the testbed setup is presented and the tools developed
are described. Section 3 describe the post-processing steps
and how the correlation was quantified. The traces obtained
in the measurement campaign are presented in Section 4.
The final conclusions are drawn in Section 5.

2. MEASUREMENT SETUP
The measurement campaign was carried out at Aalborg

University, Denmark, in a public space. The setup con-
sisted of one laptop connected to a wireless access point,



nine mobile devices (Nokia N95), and a laptop functioning
as a network sniffer. The latter was used to characterize the
wireless environment in which the measurements were con-
ducted. This was necessary as no control over the interfering
traffic from other WLANs was possible. The measurement
area and setup is shown in Figure 3.

Access point

Mobile phones

Sniffer position

Figure 3: Position of mobile devices and AP used
in the measurements. The distance from the AP to
the receiving devices is 25 m.

Figure 3 shows the nine mobile phones places in a 3x3 grid.
Two different grid sizes were used with inter-node distance of
30 cm and 1 m respectively. The network sniffer was placed
below the receiving phones. The sending AP was located
25 m from the centre of the grid. The following equipment
was used in the measurement.

• Laptop: An IBM T40 running Windows XP SP2, was
used as packet generator. The laptop was connected
to the AP with an Ethernet 10/100 TBase connection.

• Access Point: A Cisco Arionet 1100 series AP was used
as it provided the necessary control over transmission
power and made it easy to monitor sent packets. The
monitor capability was important as it allowed us to
verify that no packets were lost between the sending
laptop and the AP e.g. in the APs transmit buffer.

• Laptop: One IBM R50 running Ubuntu 7.10 k2.6.22.14,
was used as packet sniffer. To perform the sniffing
Wireshark [11] was used. The laptops internal WLAN
card was set in promiscuous mode, allowing Wireshark
to capture interfering network traffic.

• Mobile Phones: As receiving terminals we used nine
Nokia N95s, running Symbian OS 9.2 (firmware ver-
sion 21.0.016).

The measurements were carried out using mobile phones
as the receiving devices. Therefore we developed a new tool,
named NetMon, to carry out the measurements and auto-
mate the testing procedure. NetMon consists of a client
and server part. The server runs on the sending laptop and
can be configured to perform different tests. In these mea-
surements it was configured to generate a traceable packet
stream, consisting of a unique test and message identifier.
This packet stream was transmited, via the AP, to the nine
mobile devices running the NetMon client. The mobile de-
vices gathered the received data and stored this in a trace
file. After completing a test the results were retrieved from
the mobile devices by the NetMon server. The NetMon

server also controlled the sniffer thereby fully automating
the test procedure. After completing a measurement the
trace files and results from the sniffer laptop was processed
using Python and Matlab scripts. The post processing is
described in the following section.

3. DATA PROCESSING
In this section the data processing conducted on the mea-

surement tracefiles is described. In order to quantify the
correlation of losses experienced at different receivers the
Kullback-Leibler (KL) distance is introduced [12]. This was
used to compare the erasure-processes taken from the mea-
surement data and a entirely uncorrelated erasure-process.

For each packet transmitted, between zero and all nodes
(here nine) can receive the packet. In order to determine
how many nodes lost each packet, denoted ē we sum all
error-vectors, ēj , where e(i)j ∈ {0, 1} and e(i)j = 1 indicates
an erasure for packet i in node j.

ē =

n
X

j=1

ēj (1)

where:
ēj is the error-vector for node j.
n is the number of nodes.

3.1 Data Rate & Packet Error Probability
The data rate Dj was found for each node by dividing the

amount of received data with the transmission time. The
cluster data rate is denoted D̄. The Packet Error Probability
(PEP) for each node Perr,j was calculated by summing its
error-vector and dividing with the number of transmitted
packets from the AP. The cluster PEP is denoted P̄err.

3.2 Independent Erasure Processes
Given the set Rn = {r1, r2, ..., rn} of n independent re-

ceivers with identical PEP, Perr(r̄) = Perr(r1) = Perr(r2) =
... = Perr(rn). The PEP for m receivers ∈ Rn is given by
Equation (2).

Perr(m) = Perr(r̄)
m (2)

3.3 Kullback-Leibler distance
To calculate the KL distance we first determine the num-

ber of nodes which lost packet i, ē(i), for i = {1, 2, ..., k},
where k is the total number of transmitted packets. From
this the Probability Mass Function (pmf) of the cluster is
constructed. This can be compared to the theoretical pmf
constructed from the assumption that all n nodes are un-
correlated and from the mean PEP experienced in the mea-
surements. The KL distance between the theoretical and
measured pmf is defined by Equation (3).

D(p||q) =
X

x∈X

p(x)log
p(x)

q(x)
(3)

The KL distance expresses the distance between two pmfs
however this measure is not symmetric [13]. In order to avoid
any confusion, whenever we calculate the KL distance p is
always the true pmf constructed from Equation (2) and q is
always the target pmf of the measured packet errors.



4. RESULTS
In this section we present the results of the conducted

experiments. From these we determine if the loss of packets
at each node is more correlated than traditionally assumed.
To determine this we will use the approach and equations
defined in Section 3. The testbed was created as described
in Section 2. The AP was configured to use a fixed data rate
of 11 Mbit/s and a transmit power of 1, 5, 20, 30 and 50 mW
respectively. For each of these settings the AP transmitted
10000 packets of 1400 B and each test was performed ten
times. This was done with Line Of Sight (LOS) between the
AP and the cluster and with Non Line Of Sight (NLOS).

The data rate and packet loss in the grid has been calcu-
lated for all measurements and is listed in Table 1. From
these results it can be seen that the LOS measurements in
general have lower data rate (column D) and higher loss
probability (column L) compared to the NLOS measure-
ments. This appears counter intuitive as we would expect
that the transmission conditions would deteriorate when
LOS was prevented. However if we consider the measured
interference (column I) we see that during the LOS measure-
ments, the magnitude of interfering traffic captured by the
sniffer is generally higher compared to the NLOS measure-
ments. This indicates that the level of interfering traffic has
a higher impact on the loss rate, compared to LOS or NLOS
between the sender and receivers. In addition there seems
to be no apparent trend in the packet losses with respect to
transmission power (column P ).

Note the packet loss for the measurement where packets
are sent continuously (0 ms spacing, column δS) from the
server. In this measurement the nodes losses approximately
three times the number of packets compared to the mea-
surement where the server pauses (4 ms spacing) between
each packet. This effect is not surprising as an unreliable
protocol allows packets to be dropped without any notifica-
tion. This stresses the necessity to consider this potentially
dominating source of errors, when measurements with UDP
packets is carried out.

Line of Sight Non Line of Sight
P ∆S D L I D L I

[mW] [ms] [Mbps] [%] [%] [Mbps] [%] [%]
1 4 1.82 33.0 12.29 1.82 33.0 7.92
5 4 1.63 40.0 11.16 1.90 30.2 5.55
20 4 1.80 33.7 18.24 1.95 28.1 10.67
30 4 1.71 36.9 17.07 2.08 23.4 12.90
50 4 1.51 44.4 13.00 1.87 31.1 8.39
50 0 2.29 88.9 - 2.29 89.0 -

Table 1: Data rates and packet losses for the re-
ceivers in the cluster at different test conditions

From the measurement data we can estimate a pmf of the
number of errors that occur. From the experienced PEP we
can construct the theoretical pmfs from Equation (2) un-
der the assumption that packet losses are uncorrelated. We
then compare these pmfs in Figure 4. In order to quantify
the difference between the theoretical and measured packet
loss, the Kullback-Leibler distance has been calculated with
Equation (3), see Table 2.

All plots in Figure 4 and its corresponding Kullback-Leibler
distance in Table 2, indicate that the occurrence of higher
order erasures are greater than predicted under the assump-

Line of Sight Non Line of Sight
Power KL distance KL distance
[mW] [-] [-]

1 0.0183 0.0571
5 0.0014 0.0075
20 0.0072 0.0040
30 0.0188 0.0131
50 0.0091 0.0099

Table 2: The KL distance at different test conditions

tion of independent packet losses. Hence packet losses are
not uncorrelated in the performed test, neither in LOS sce-
nario, nor in the NLOS scenario. However from Figure 4 it
is evident that uncorrelated packet losses are a good approx-
imation when the number of devices are small, ∈ {2,3}, but
becomes increasingly inaccurate as the number of devices
grows.

To determine whether the PEPs between identical devices
variates significantly. We performed two control tests where
the only difference was the position of the devices in the
grid, see Figure 5, 6 and Figure 7, 8. For all nine nodes in
the cluster, the number of received packets is plotted for ten
consecutive tests.
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The PEP for the two measurements is 0.401 and 0.375
respectively. From Figure 5 and 7 we can see that de-
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Figure 4: The theoretical and measured probability of different number of erasures for a packet transmitted to
the cluster. The punctured line is the theoretical probabilities under the assumption of independent erasure
processes, the solid line is the estimated probabilities found from the collected data.

vice number 9 performs significantly below average in both
tests. The performance of the rest of the devices variate
to different extents. From this it is evident that some de-
vices have considerably worse characteristics than others. If
we observe the performance of the different positions in the
two tests, no single position gives bad results in both tests.
Hence the location does not significantly influence the PEP
of the devices in this measurement. For a strong conclusion
to be made more measurements should be conducted, how-
ever these measurements indicate that the quality of the de-
vices can variate considerably. This variation can obviously
greatly influence conducted measurements and precaution
should therefore be taken to minimize its influence.

To determine whether the inter-node distance in the clus-
ter influence correlation, we conducted a control test where
the distance of the nodes was increased to 1 m. The KL
distance in this measurement was close to the KL distance
of the test with 30 cm inter-node distance. Hence the corre-
lation did not appear to be influenced by a distance change

in this order of magnitude in this particular test setup. In
general the correlation is expected to be influenced if we
continue to increase the inter-node distance.

5. CONCLUSION & FUTURE WORK
In this paper we introduced our IEEE 802.11 phone testbed

and NetMon measurement tools. These were used to carry
out a preliminary study of the packet loss correlation in a
grid of mobile phones using a multicast transmission scheme.
The results show that packet losses always exhibit a certain
level of correlation, and that the correlation does not seem to
be influenced by transmission power or line of sight. Further
it is found that identical devices performs quite differently
in terms of PEP.

In our future work, we will focus on exploring other fac-
tors which may also influence the correlation. In addition we
plan to carry out an extensive follow-up measurement cam-
paign, in order improve the statistically significance of the



gathered results. We further plan to publish the packet trace
files online, to allow others to access the traces obtained in
different scenarios.
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