Context for Multimedia Services Adaptation

Abdelhak Attou Ning Li Klaus Moessner
Centre for Communication Systems  Centre for Communication Systems  Centre for Communication Systems
Research Research Research
University of Surrey University of Surrey University of Surrey
Guildford Guildford Guildford

+ 44 1483 683 420
a.attou@surrey.ac.uk

ABSTRACT

Due to the heterogeneity and complexity of userirenments,

multimedia services and multimedia content in themunication
domain, adaptation is of a paramount importance

interoperability. Adaptation decisions at the diffiet stages of
multimedia services delivery to the end user depermah

contextual information, i.e. metadata that charisgs the
situation of entities involved in the interactioetlyeen the user
and multimedia services. This paper presents hewAtaptation
Manager processes and models contextual informadiash how it
complements the decision taking framework defineMIPEG-21

DIA. The use of important standards and technokgiech as
MPEG-21 DIA, XML, Description Logics and OWL is damed.

Categoriesand Subject Descriptors
H.3.5 [Information Storage and Retrieval]: Online Information
Services Web-based services, Commercial services

General Terms

Design, Languages.

Keywords
Adaptation, context, interoperability, MPEG-21-Difetadata,
multimedia services, multimedia content, semangb.w

1. INTRODUCTION

Users are connected to various types of networktually

anywhere and anytime via a diverse range of mdeilminals.
Multimedia Services are becoming a major sourceeeénue in
today’s and rather in tomorrow’s communication bess model.
This is reflected by an increase in multimedia menproviders
and the diversity of available multimedia contdntthe context
of this paper, a multimedia service delivers muttitia content to
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end users in a specified manner and may providetibmality.
Users can already access different types of muttimmeervices
from their mobile devices such as video streamstgppping,
travel planning and news.

The success of service providers depends on thelityato
provide personalised and adapted services to usezsds,
preferences and delivery environments. Ideally,ctvaplexity of
delivery environments should be transparent toisemroviders
and users should be able to access services usdigdevices
regardless of their capabilities. For this purp@sepntext-aware
Adaptation Manager (AM) [2], a central entity inetbontent and
service Adaptation Management Framework (AMF) [i@s been
introduced by the author as part of the Mobile VCBre 4
Removing the Barriers to Ubiquitous Services Projébe AM
aims to provide context-aware service adaptationd an
personalisation according to the delivery contisdiuding device
characteristics, available user peripherals, nétwmoperties /
state, user situation, user preferences, naturafiroemment
characteristics and service and content descrimtidine AM
controls the adaptation process and calculates tatitap
decisions to manipulate the content and alter ¢éneice delivery
with the aim to render them to the applicable daipcontext and
tailor them to the user preferences [2].

Service and content adaptation systems need towaeeaof
delivery environments’ capabilities, user prefees)ccontent
characteristics etc. This information forms the @dton request
context. This paper presents how the AM employsdsteds such
as the MPEG-21 Digital Item Adaptation (DIA) andn@mtic
Web technologies such as Description Logics (DLJ @WL to
model and process adaptation context for the perpos
multimedia services adaptation. The paper illusgabow the
employed technologies and standards are usedfetedif stages
of the adaptation process. The AM design complesnghe
decision taking framework defined by MPEG-21 DIA.

Section 2 presents a background to service adapiathe
importance of context and the main technologiesnfattimedia
adaptation context. Section 3 introduces the achite of the
AM entity and the complexity of the adaptation ngeraent
problem. Section 4 explains the technologies engulogy the
AM at the different stages of adaptation, and sech concludes
the paper and outlines future work.


peri
Callout

peri
Callout

peri
Callout

peri
Typewriter
Mobimedia 2008 July 7-9, 2008, Oulu, Finland.

Copyright 2008 ICST ISBN 978-963-9799-25-7/08/07

DOI 10.4108/ICST.MOBIMEDIA2008. 3911

peri
Typewriter


2. BACKGROUND

To endure the competition, service providers neetlet able to
reach a wide range of users by adapting their gesvio a wide
range of delivery context. Ideally, a multimediarngge is

dynamically and uniquely customised and persorlige each
user. Figure 1 depicts the main stages in theclifde of such a
service. Adaptation decisions are taken at threén rstages:
content and functionality selection, content andcfionality

adaptation, and finally presentation and structiefinition. Upon
receiving requests from (or pushing a service ®grs; certain
content and functionality are selected. Contentecdigln is
performed according to users’ preferences, browhkistpry and
their current situation. Content selection is martirly important
to push services, for example registering for dfealerts such as
sport news. Once content and functionality are ctetk the
necessary adaptations that need to be performethem are
decided. These adaptations are necessary tovitssrto delivery
environments capabilities and personalise them ®ersi
preferences. Adaptation decision taking involvgaitrand output
modalities (audio, video, images and text), codifogmats

(MPEG-4, JPEG, MP3...etc) and parameters (size,utsn| bit

rate, code size...etc). This process also needs tawsge of
available adaptation operations. In accordance thith process,
the presentation and the structure of the sensceefined to
maximise users’ experience based on their browsiaefgrences.

Selection, adaptation decision taking and presentatdaptation
are all important stages in the lifecycle of a &mrvthat is
uniquely personalised to users and that maximisesir t
experiences. The three stages are subjects ohodamgi research.
Adaptive content selection and presentation indgdiavigation
have been investigated by the adaptive hypermedd \aeb
systems community [10]. Content adaptation decisaking has
been the interest of the multimedia and commurooati
communities [3]. The AM and the systems presemntef 5, 9,
15] deal with the two latter stages.

The system presented in [4] adapts HTML pages uaingle-
based decision engine. A rule-based approach ipteddor its
flexibility and extensibility to new adaptation segios. HTML
forms such as buttons and labels are resized @ngotd users’
satisfaction which is modelled using fuzzy logitieTwork in [5]
presents a framework for multimedia web documedtptation
to mobile users. Multimedia web documents are deosed and
segmented according to adaptation rules to createcament
structure suitable for mobile presentation, navwiget and
browsing. The framework defines modules to adapltimedia
content to match the user device capabilities. Tsue
extensibility to new web page formats, the sourme @rget web
documents are XML based and hence HTML documents t@
be first converted to XHTML. The adaptation systemasented in
[15] models users’ preferences with regard to diffié content
quality parameters in a score tree. Upon receiangadaptation
request, the system finds the best score nodegtafkin account
device capability, network condition and contentadata. More
adaptation systems are presented in [2].

The surveyed work focuses on adaptation decisikmgaand
content adaptation for constrained environmentd g mobile
environments. However, the processing and modetiingontext
was either not treated at all or treated supelfici€ontext is a
core component in adaptation systems and is witahé three
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Figure 1. Service adaptation stages
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main stages of adaptation defined in this secfidgre amount of
information in context profiles defines the exteatwhich the
multimedia service can be tailored to users. THeieficy of
context processing and modelling greatly affeces duality of
adaptation, the efficiency of the adaptation systend the
extensibility of the adaptation logic to new adéiptascenarios.

This paper focuses on context, and how differeanddrds and
technologies can be employed for efficient modglliand
processing of contextual information. In this pap@ontext,
descriptions and metadata are used interchangeatdlyjnclude
any information that describes entities involvedhia delivery of
services to users including users and servicess,Thantext
encompasses the description of entities such as,udevices,
access networks, usage environments, adaptatiomatagyes,
content and services. Detailed information on cdanparameters
for entities mentioned above are outlined in [1. Hbwever, this
paper explains how the AM uses context standardd an
technologies to meet the following key requirements

2.1 Multimedia services adaptation

requirements

As context is a key enabler for adaptation, keytimaldia service
requirements are tied with context issues suctmtasaperability,
comprehensiveness and extensibility. This sectiesgnts the
main requirements and background on possible Keyigos.

2.1.1 Interoperability
Entities in the multimedia service adaptation domaiplement
different context standards; this poses interopkaproblems.

The main multimedia context standard is MPEG-7pribvides
tools to annotate multimedia content at differaages including
creation, storage and usage. The tools can destikeevel
features such as colour and sound features asawettmporal,
spatial or tempo-spatial content structure. Otliendards target
multimedia annotations for a particular domain,bsas SportML
for sport news content and NewsML for news conténsurvey
of multimedia context standards is presented in. [MPEG-21 is
the latest multimedia context standard. Among othaols,
MPEG-21 provides tools to extend context profitesiéscriptions
of multimedia content usage and consumption enwienTt
including devices, networks, user preferences...BMPEG-21
aims to enable a transparent use of multimedia ecdnby
different communities via diverse consumption eowiments
characterised by different devices and access téopies. The
context standards just mentioned provide syntagraperability
because they are based on XML, which insures forama
platform independent syntax definition. However, X4 limited
in specifying semantics. The importance of usiamantic web
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Figure 2. Adaptation M anagement Framework (AMF)

technologies such as Description Logics (DL) lamgsa to
provide a formal definition of the underlying serties and hence
provide semantic interoperability (formal and slkdare
understanding) is recognized by the multimedia comity [12].
DL is a family of knowledge representation langusagbat
provide a description of a domain in terms of cqtseand roles
between them, based on first order predicate Iddliclanguages
vary in expressiveness, complexity and decidabiltgcidability
and computational completeness are important featuvhich
ensure that the validity of a statement in the exintan be
computed and in a finite time. DL languages are grfwl
ontology formalisms. A number of XML syntax based. D
languages have been developed, and Ontology Wegubge

2.1.3 Extensibility

The multimedia adaptation domain is a dynamic danmaiwhich
new technologies and user requirements emerge lyapitiis
implies that adaptation context processing woul@édnéo be
extended to accommodate for such changes. Suchsexts
should be possible and methodical. Semantic webntdogies
and XML provide the mechanisms to extend contercessing
both semantically and syntactically respectively.

3. ADAPTATION MANAGEMENT
FRAMEWORK (AMF)

The content and service adaptation problem exh#itsnherent

(OWL) is the most widely used and has become a W3C complexity (Figure 2). From the content and seryiceviders’

recommendation. OWL-DL is one of three sublanguafe3WL
that provides maximum expressiveness with ensudewdability
and computational completeness. Recently, OWL-54 been
proposed as an extension to OWL-DL to provide more
expressiveness without loosing decidability and potational
completeness. Section 4 presents how the AM emplbgse
technologies

2.1.2 Comprehensiveness

For a worthwhile user experience, adaptation shoblel
comprehensive and thus should take into accountlllable
contextual information. Most adaptation systemsugoonly on
communication environment context, i.e. device,woek and
content. Adaptation Context should cover informatiabout
usage environments and surrounding objects suchother
available devices that could be involved in theviser delivery,
for example, a larger display. Content descriptiforsdifferent
domains are also important. For comprehensivendifgrent
context standards describing different domains Ikshobe
integrated. For example, NewsML and SportML canubed to
complement MPEG-7 for multimedia content descriptio

side, the complexity originates from the diversitymultimedia

services and content. From the user environmerit®, she

complexity is the result of the availability of féifent end devices
which may differ greatly in their software and haede

capabilities. Moreover, devices can be connectedifferent

access technologies. The Adaptation Management evwark

(AMF) [7](Figure 2) aims to bridge this gap by defig the

necessary adaptations and performing them.

The AMF has two main components, the Adaptation &dmn
(AM) and the Content Adaptor (CA). The AM receiagaptation
requests and calculates adaptation decisions @e thmain stages
discussed in section 4. The CA executes adaptatemisions
using adaptation tools and if necessary dynamicallyokes
adaptation services that may be offered by theicemprovider,
the user environment or third parties. The AMF bandeployed
in three different scenarios. Service providersid¢amplement
such a framework to adapt services they provideerUs
environments could have a simple version of sufthraework in
order to enable the user to access, store ancheseontent with
their heterogeneous devices. Such a framework dsm lae
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provided by a third party as a proxy that providéaptation to
both user environments and content and servicaqes:

The AM has three main components (Figure 5). Theted
provider acquires and formats the context. The rotiveo
components, context reasoner and adaptation decisiking
engine process context and calculate adaptatiorsides. The
context reasoner refines the context and calculéitss layer
adaptation decisions, and the adaptation decis&imd engine
calculates second layer decisions. The functigealitof the
components and the two layers of decisions arbdurxplained
in section 4

4. ADAPTATION MANAGER CONTEXT

PROCESSING

The AM uses tools from the MPEG-21 Digital ltem Atktion

(DIA) standard [1]. A Digital Item (DI) is a fundamtal unit of
transaction in the MPEG-21 framework, and contaias
presentation, identification and metadata. A desisramework
is proposed by DIA which consists of the adaptatiatision
taking engine (ADTE). The DIA bit-stream adaptatiengine
(BAE) executes the decisions taken by the ADTE. RIETE

takes as input Usage Environment Descriptions (JED)jversal

Constraints Descriptions (UCD) and Adaptation Qualof

Service descriptions (AdaptationQoS). The outptitésdecisions
which are the settings of the parameters such &satei

resolution and frame rate. UED, UCD and AdaptatioBCare
defined by DIA and supported by the AM. UED is usedhe

implementation of the AM KB as described in the treection. It
provides description tools for multimedia usage imments
including devices, networks and users. UCD providiescription
tools for restrictions, for example, an adaptatisnneeded to
achieve a certain quality level, a resolution l#sm 50% of the
device resolution, a certain maxim code size anttimthe device
colour capabilities. UCD is output of the contegtsoner and
input to the adaptation decision taking engine (&DT
AdaptationQoS is also input to the ADTE to asdist tlecision
taking process by describing the relationships betwadaptation
operations, content parameters and the resultiatitgunetrics.

The AM extends the MPEG-21 DIA decision framework b
providing a first layer of decision taking to haediervices with
multiple multimedia content items; the ADTE takexend layer
decisions. The Content Adaptor may use adaptatomis tor
services that are based on the bit-stream adaptatigine (BAE).
Key context processing stages defined by this papeidepicted
by Figure 4. The AM architecture to realise thegetaand how it

relates to DIA is depicted by Figure 5. The firdige is context
formatting and the final stage is integrating decis. Next
sections explain how the AM employs several tecbgies to
efficiently realise the defined context stages.

4.1 Context formatting

This stage corresponds to the “Format Context”es@gfined in
Figure 4. Context input may be in the form of salemontext
standards, such as MPEG-7/21, CC\PP, NewsML andti8po
Because the standards are based on XML, AM usesTXSL
convert context profiles into the required formahe context
formatter, part of the context provider, manageseis# XSLT
transformation tools to format different contexarsiards to the
required format, which is the AM KB, as explainadhis section.
The XSLT tools contains statements that map cocistrérom
input context profiles to corresponding conceptshia AM KB.
For instance, Figure 6 depicts a fragment of an XSL
transformation tool implemented by the AM that deaith the
Colour Temperature Preference defined in MPEG-2A DED
(Figure 3) [1]. Concepts involved in the definitiofithe Colour
Temperature Preference concept are Display Presenta
Preferences Type, Users Type and Usage Environrgpé
(Figure 3). The depicted fragment in Figure 6 majxsour
Temperature Preference to the OWL object property
has_ColourTemperaturePreference which links a icettser to
that preference. The preference is modelled anstarice of the
OWL class ColorTemperaturePreference. To enforcéjuen
names as required by OWL, the name of the instéman id
generated by XSLT (ID = {generate-id()}). Similarlythe
concepts BinNumber, which describes the quantimdtwel that
PreferredValue and ReferenceValue take [1], is naefi

PreferredvValue and ReferenceValue are mapped to the

corresponding AM KB OWL concepts.

If the description of the content or service is pobvided, the
context extractor (Figure 5) uses available exiactools to
extract descriptions from the content or services.

In such a heterogeneous environment, system irgeabjlity is of
paramount importance. XML ensures syntax interdpkta by

enforcing formal syntax. Semantic interoperabilitsyto have a
common and formal understanding of context concept$ as

<DIZ&>
<Description xsi:tvoe="UsageEnvironmentTvpe">
<UsageEnvironmentProperty xsi:type="UsersType">
<User>
<UserCharacteristic
¥si:type="DisplayPresentationPreferencesTyps">
<ColorTemperaturePreference>
<BinNumber>255</BinNumber>
<Value>
<PreferredvValue>110</Preferredvalue>
<ReferenceValue>127</ReferenceValue>
</Value>
<Value>
<PreferredvValue>l56</Preferredvalue>
<ReferenceValue>151</ReferenceValue>
</Value>
</ColorTemperaturePreference>

Figure 3. MPEG-21 DIA UED color temperature preference
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Display, User Characteristic and Presentation Rrete. DL is
suited for such a purpose, i.e. describing the doweancepts and
formally defining the relationships between thern.éhsure both
syntax interoperability and semantic interoperahili a

combination of XML and DL is needed. Ontology Wednuage
(OWL) is the most widely used and deployed solutidie

difference between DL and ontology is that ontolégg concept
and DL provides a powerful formalism to implemeqtin

The AM Knowledge Base (AM KB) is an OWL ontologyath
models the adaptation domain context. The AM KBespnted in
[6], is the format to which all input context israeerted. The base
terminology and concepts underlying the AM KB asgdinkd in
MPEG-21 DIA Universal Environment Description (UERhd
MPEG-7 Multimedia Description Schemes (MDS). The X8

is constructed by manual conversion of the MPEG@2A UED
and MPEG-7 MDS from their XML format to the AM KBWIL
based format, because OWL is based on XML and i tence
provides the advantages of both. MPEG-21 DIA UED an

development of knowledge-based multimedia appbeatisuch as
multimedia information retrieval, filtering, brows, interaction,
extraction, segmentation, and content descripthanopposed to
the AM KB, The ontology in [13] was constructed ngpi
automatic conversion rules. Automatic conversionvests XML
elements into owl constructs using fixed rules, fatample
converting every XML complex type to an OWL claskwever,
manual conversion examines and models each XML exiem
according to its semantics. The difference betwagomatic and
manual conversion is outlined in [6]. The main adege of
manual conversion is that it defines the semardicsurately.
Rather than merely writing an XML document treeaim OWL
format, as performed by automatic conversion, macmaversion
could remove XML elements or add OWL concepts ddpenon
the semantics of the XML element being convertethfXML to
OWL. This is because some XML elements in XML doeunts
do not have semantic significance and are cre&aegxample, to
make the syntax easily readable.

Manual conversion is necessary only once when ogctsig the
AM KB. Input context represents instance ontologiedich

consist of instances such as Nokia 95, Tom anceatXf and can
be converted automatically using XSLT by the confexmatter.

The definition of the concepts: device, user andteat are pre-
defined in the manually constructed KB.

4.2 First layer decision taking

This stage is represented by the “First Layer DegisTaking”
stage in Figure 4. It is performed by the contedsoner to
analyse context and derive two types of decisiosavice
layout/structure and constraints. Constraints @effre resources
such as battery life, processing power and membogaded to
content items delivered by the service, based erithitations of
the delivery environment and the user prefererCeastraints are
specified in the form of MPEG-21 Universal Consitai
Description (UCD).The AM employs DL (OWL 1.1) reasog
using OWL API, Pellet and FACT++. Pellet and Fattare both
DL reasoners that implement the full functiona$itief OWL 1.1.
As opposed to other reasoners such as Racer, whizhthe DL
Implementation Group (DIG) HTTP based interfacelléPeand
Fact++ provide a java interface; this saves the roonication
overhead introduced by the DIG interface. The fabisi of using
rule based reasoning built on OWL such as the Stenilveb
Rule Language (SWRL) was studied. The current techire
does not use SWRL because on one hand the newrdgatu
introduced in OWL 1.1 satisfies the need for SWRId @n the

MPEG-7 MDS were chosen because they are the mostother hand the SWRL APIs and ontology introducesaerable

comprehensive standards that define general caoncepthe
adaptation domain such as device, device displetyyark, user
preference, device capability etc. The AM KB canelxtended to
domain specific concepts defined by domain spedfandards
such as NewsML and SportML. As semantic web tedgies
such as OWL can define context elements formallyd an
unambiguously; extensions to such elements camdmporated
without causing redundancies or inconsistenciesiteBy wise,
XML is designed to allow extensibility. As a conseqgce, the
AM KB extension is possible and methodical.

The importance of semantic descriptions and
interoperability is recognised by the multimediamntounity. In
[13], an ontology based on MPEG-21/7 has been ngeted, and
was used in the DS-MIRF framework to facilitate the

semanti

overhead.

This stage calculates the types of instances inctirgext, for
example, the types of a device might be: battenjtdid, memory-
limited, mp3-limited...etc, and uses them to define tayout and
constraints (UCD). For example, the context reasatezluces
that there is a memory limitation if the multimedservice
required memory is more than the user’'s device labiai
memory. This simple limitation is modelled in OWL11and in
DL notation as follows:

device_merory_limited = CavailableMemory < x

This statement means that the device_memory_limitatoncept
is equivalent to instances where there exists ailaleMemory
datatype property relation such that the valuehaf property is



<zslfor-each select="schema/DIA">

<zsl:for-each select="Description[@tvpe= UsageEnvironmentType']">
<xslfor-each select="UsageEnwironment[@typ e=TUserCharacteristics Type']">
=zslfor-each select="UserCharacteristics[ @type="PresentationPreferences Type']">

<xslfor-each select="Display">

<=zslfor-each select="ColorTemperaturePreference ">

<DI4&: has Color TemperaturePreference=

=D& ColorTemperaturePreference rdfID="{generate-1d)} "=
=DI& bintTumber rdf datatype="http fwww. w3 org/200 1/ 30{L 3 c he ma#int" >

=zslvalue-of select="BinMumber"/=

<DIA bintTumber=
<xzslfor-each select="Walue">
=DI4 has wvalue>

=D& value rdf ID="{ generate-1d(}} "=
<DIA preferredValue rdf datatype="http ./ fwww w3 orgl200 1/ XM LSchema#int" >
<zslvalue-of select="PreferredValue"/>

<DLA preferred Value>

=D& reference Value rdf datatype="http /fwww w2 orgf200 1/ 2L Echematint" >

<zslvalue-of select="Reference Value"/=

=DLA referenceValue>
=DIA value=
=014 has_walus=>
<fzsl:for-each>

</DIA ColorTemperaturePreference>

</DIA: has Color TemperaturePreference=

<fxzsl.for-each>

Figure 6. Formatting MPEG-21 DI A color temperature preferenceto the AM KB

less than a certain value x. In this case, x remtssthe required
memory resource by the multimedia service. Simyjijadther

limitations are defined. Complex limitations candefined using
simple limitations and logical constructs suchraersection and
union. For example:

video_limited_delivey = video_unale O
(video_abén video_reslution_limited) O
(video_abé n video_famat_limited)

After deducing the limitations, the context reasotedculates the
constraints that will be represented as UCD andeqzhas input to
the next stage of decision taking. For example wkng that the
device has the limitations video_resolution_limitednd

battery_limited, the context reasoner calculates thaximum

resolution that all service video files shall nateed. The value
should be less than the maximum resolution supgobote the

device display and should consume battery reso@oesrding to
the deduced battery limitation.

There are several advantages of using DL and OWhe T
definition of the reasoning logic in terms of coptse(types) and
relationships reduces the complexity of constructiand
maintenance. Because of the clear structure, madify complex
reasoning logic is easier as opposed to a ruledbagproach for
instance. The availability of well studied and wsbed DL
reasoners makes it possible to check the consisteitbe KB to
ensure that extensions or modifications does notsea
inconsistencies or incorrect results of reasoniige same
advantages apply With regard to the OWL based AM KBhe
ideal situation where an ontology for multimediantxt is
standardised, the formatting overhead is savedh&umore, the

AM KB can be extended to such standard ontologybse it is
based on recognised standard such as MPEG-21 aihd OW

4.3 Second layer decision taking

The next stage of decision taking is second lageisibn taking;
it is represented by the “Second Layer Decisionifigikstage in

Figure 4. The ADTE defines the service parameteset on
metrics represented in restrictions (UCD), envirenin
characteristics (formatted UED) and AdaptationQdBe output
is the service parameters such as the exact resoland bit-rate.
An example of an ADTE implementation based on IGPH.-

DIA is presented in [8]. This research does nou$oon this stage
at the moment. The focus is on the other contertessing
stages , which are defined in previous sections, laow they
complement the second layer decision taking stagech is

based on MPEG-21-DIA ADTE and implemented in [8].

5. CONCLUSION

Adaptation is essential to multimedia services qraatisation and
interoperability with user environments. Context & core
component to adaptation. The AM adaptation decipi@tess is
divided into distinct and well defined stages, amdploys well
recognised standards and technologies. In such reanuyg
domain, employment of established metadata stasdattth as
MPEG-7/21, and system extensibility to new ones tmes
inherent features of the design as they are fundheo
interoperability with entities in the adaptation vennment.
Description logics, OWL and XML provide powerful of@nisms
to allow extensibility to new context standards dexe they
provide an extensible, formal and semantic conteodelling and
knowledge representation. The AM adaptation degisio



framework is based on MPEG-21 DIA and providesghéi level
of decision taking to handle services with multipleiltimedia
content items. Thus the AM can interoperate wittemal DIA
based ADTEs in the case where some adaptationialedigyic is
not supported by the AM.

Future plans include working on service structurel dayout
adaptation using service context described in OV8keveral
research projects are working on automatic extactif service
context. Service context would describe relatiopshbetween
multimedia content delivered by the service. Thedationships
are used in two main aspects. The first aspectidentify content
elements that together constitute a coherent Grie second
aspect is to identify the interrelationships betweeontent
elements such as: is content A essential or odtfon@ontent B,
i.e. would content B make sense if content A isaeed and vice
versa. After all context processing stages are emphted, the
AM needs to be evaluated in terms of performanceuracy of
adaptation and usability.
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