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ABSTRACT

In this paper we present a novel system that recognizes and
records the motional activities of a person using a mobile
phone. Wireless sensors measuring the intensity of motions
are attached to body parts of the person. Sensory data is col-
lected by a mobile application that recognizes the prelearnt
activities in real-time. For efficient motion pattern recogni-
tion of gestures and postures, feed-forward backpropagation
neural networks are adopted. The design and implementa-
tion of the system are presented along with the records of our
experiences. The recognized activity is used as an additional
retrieval key in our extensive mobile memory recording and
sharing project.

Categories and Subject Descriptors

I.2.6 [Artificial Intelligence]: Learning—connectionism
and neural nets; H.3.3 [Information Storage and Re-

trieval]: Information Search and Retrieval—Information
filtering ; H.2.8 [Database Management]: Database Ap-
plications—Data mining

General Terms

Life logging

Keywords

Motion recognition, motion sensors, mobile computing, neu-
ral networks

1. INTRODUCTION
Many systems have been developed to collect data from

a person’s everyday life for later retrieval (see e.g. [5, 15]).
Their main purpose is to enlarge human memory utilizing
the capabilities of computers. They can record e-mail and
chat conversations, documents, location information, video
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and audio content using cameras and microphones and many
other types of personal and environmental data.

In our research project, Sharme [14] we have been focusing
on data that can be acquired on mobile phones. In recent
years mobile phones have become our very personal devices.
Besides storing our contacts, text messages and calendar
appointments, the newer generation of mobile devices called
smartphones can be used for taking photos, recording audio
clips, browsing the Internet and accessing e-mail. Therefore
enormous amount of personal data can be collected even
during a short period of time in which the recall of a desired
event is very difficult. Storage of additional metadata can
help navigation in the recorded content. The activity of a
person can be a useful cue for retrieving memories. When
it is used for annotating content data, we can build smart
search queries - for example ”Who called me while I was
jogging in the park?”

In this paper we present a mobile system that recognizes
the motional activities of a person. This information is
recorded along with the personal memory archive. We have
focused attention on low resource usage of the solution since
it needs to be running on mobile devices offering real-time
motion recognition capabilities.

2. RELATED WORK
The idea of enhancing memory retrieval with additional

cues is not new. Lamming and Flynn [7] utilized physical
context information such as location, phone calls and the
interaction between different PDAs as retrieval keys. Kern et
al. [6] annotated meeting recordings with motional activities
- for instance standing and sitting to differentiate between
presentation and discussion sessions. In order to recognize
postures, they utilized body-worn accelerometer sensors.

The usage of accelerometers for physical activity recog-
nition is widely established in the literature. Randell and
Muller [12] used a single biaxial accelerometer and calcu-
lated the RMS and integrated values over the last two sec-
onds for both axes. This input data was used for classifying
six activities (walking, running, sitting, walking upstairs,
downstairs and standing) utilizing a neural network. Män-
tyjärvi et al. [11] also applied neural networks for human
motion recognition. Here the feature vector was created
with PCA (Principal Component Analysis) and ICA (In-
dependent Component Analysis) from two triaxial sensors
attached to the left and right sides of the hip. Lee and Mase
[9] developed an activity and location recognition system us-
ing a combination of a biaxial accelerometer, a compass and
a gyroscope. Their classification technique was based on a

fezzardi
Text Box

ziglio
Typewritten Text
Permission to make digital or hard copies of all or part of this work forpersonal or classroom use is granted without fee provided that copiesare not made or distributed for profit or commercial advantage and thatcopies bear this notice and the full citation on the first page. To copyotherwise, to republish, to post on servers or to redistribute to lists,requires prior specific permission and/or a fee.MOBILWARE 2008, February 13-15, Innsbruck, AustriaCopyright © 2008 ICST 978-1-59593-984-5DOI 10.4108/ICST.MOBILWARE2008.2813



fuzzy-logic reasoning method.
The above studies relied on wired sensors which could

be uncomfortable to wear. Therefore it may be difficult to
perform outdoor or long term experiences. Lately wireless
accelerometers became available, enabling measurements in
more comfortable settings. Bao and Intille conducted an ex-
tensive study [1] with twenty subjects using five wireless bi-
axial sensors. Sensory information was processed with FFT
to extract mean, energy, frequency-domain entropy and cor-
relation features. Recognition of twenty different everyday
activities on these features was performed using decision ta-
ble, instance-based learning, C4.5 decision tree and naive
Bayes classifiers found in the Weka Machine Learning Algo-
rithms Toolkit. Decision tree classifier delivered the best
results on the gained feature vector. Utilizing the same
toolkit but only a single triaxial accelerometer worn at the
pelvic region, Ravi et al. [13] studied the performance of the
base-level classifier algorithms as well as the meta-classifiers
including the voting, stacking and cascading frameworks.
Plurality voting performed the best in those settings.

One of the important areas of motion recognition appli-
cations is healthcare. Chen et al. [3] have implemented a
mobile phone-based system for multiple vital signs monitor-
ing. The system could detect if the monitored patient falls
using a wireless accelerometer and can alert the supporters.
In [10] accelerometers were applied to detect symptoms of
Parkinson’s disease.

Feature extraction techniques such as FFT, PCA or ICA
are rather computation intensive and better suited for desk-
top computers. Mobile phones are more limited in terms
of processing power. They also lack the constant supply
of power and have to rely on their scarce battery resource.
Thus we are looking for a method that could provide the
best possible classification rate considering the limitations
of mobile devices. To support continuous recording of mo-
bile phone events a real-time recognition system is sought
after.

3. SYSTEM DESIGN
Our activity recognition system is built of the following

components: wireless body sensors, a smartphone and a
desktop computer. The in-house MotionBand [8] devices
have been used for measuring sensory data. As Figure 1
shows they resemble a watch and can be strapped on conve-
niently to the limbs. A MotionBand contains an accelerom-
eter, a magnetometer and a gyroscope for measurements.
There is also a button on the top which can be used to trig-
ger arbitrary assigned events. It can be connected to other
devices via wireless Bluetooth connections.

The smartphone is responsible for collecting data from
the sensors. This is a natural approach since most of the
time people carry their mobile phones with themselves. A
phone kept in a pocket can continuously record the motional
activity of the person.

However, the supervised learning of activities could be a
heavy burden for even a more powerful smartphone. There-
fore we have separated the learning and the recognition pro-
cesses. After collecting enough sensory data, the system is
trained on a desktop computer using feed-forward neural
networks. They are powerful at pattern recognition [2] and
after training the classification is done quickly. This enables
us to implement a neural network on the phone that is fast
enough to classify the activities in real-time. The parame-

Figure 1: The MotionBand device

ters of this neural network are set to be equal to the trained
neural network on the PC.

The measurement method and the detailed description of
the system are presented in the following sections.

4. MEASUREMENT METHOD
The MotionBand device developed in Nokia Research Cen-

ter has been utilized for measurements. The device contains
three triaxial sensors: an accelerometer, a magnetometer
and a gyroscope. For every axis the accelerometer provides
16-bit data accurate to ±6G. The measured sensor value is
affected by the gravity of the Earth. The magnetometer
measures the deflection from the magnetic north and can be
used while the device is in a still state. The gyroscope mea-
sures the angular velocity, i.e. the speed of rotation, in the
range of ±300deg/s. Sensory data is arranged into 28-byte
packets containing additional bytes for synchronization and
checksum purposes. Packets also include the status of the
button which can be found on the top of the device. The de-
vice can be connected via wireless Bluetooth connections, if
connected approximately 50 packets are transmitted in every
second. Due to the limitations of Bluetooth technology, at
most seven MotionBands can be connected simultaneously
to a single mobile phone or a computer.

MotionBands are designed to be comfortable to wear and
thin enough to be used under clothes. MotionBand is at-
tached to the user’s body part with flexible straps. The
device has an internal battery with an approximate active
operating time of 5 hours and 20 hours in idle mode. The
battery can be recharged by a standard Nokia phone charger.
The weight of the device is only 30 grams including the bat-
tery.

Using the three sensors it is possible to track both the
orientation and movement of a body part. However, for
activity recognition purposes the accelerometer is the most
valuable sensor giving information about the forces describ-
ing the movements.

The following measurement method is based on the idea
that complex activities of the human body can be described
by their smaller components, i.e. the intensity of body part
motions. Our goal was to capture this motional activity
by deriving an appropriate intensity measure from the raw



accelerometer data. We were looking for a measure that
can be calculated and processed real-time on a smartphone
device. The intensity of motions is directly proportional to
the variation of acceleration. Building on this observation
we defined the intensity value as shown in Equation 1.

Intensity :=
1

N

N
∑

i=1

∣

∣

∣

si − si−1

∆x

∣

∣

∣
(1)

where the measured acceleration values are denoted as
si (i = 1 . . . N) and N is the number of samples. Since
the input data is discrete, a simple numerical derivative is
calculated to reflect volatility. The absolute values of the
derivatives are summed and normalized by the number of
samples. Features were extracted using a window size of two
seconds giving N = 100 samples. Since the 50Hz sampling
frequency of the MotionBand is approximately constant, the
∆x sampling interval can also be treated as constant and
can simplify the calculations. In a window a single intensity
value is calculated for each axis.

In the Sharme project interesting events of the mobile
phone user are recorded, e.g. when a new photo is taken or
a phone call is made. Every captured event is augmented
with metadata information describing the person’s context.
The current activity of the person is one such piece of con-
textual information. Since we need to provide the metadata
instantly, the calculation of intensity values are done contin-
uously, i.e. the window is sliding by one sample at a time.
Note that this calculation can be executed quickly in case of
Equation 1. When the metadata request arrives the current
intensity values are classified to produce the activity state.

In the following the recognition method is presented.

5. ACTIVITY RECOGNITION
Three MotionBand devices were attached to the test sub-

jects to collect body-part intensity values. We wanted to
differentiate between several activities in both standing and
sitting positions, therefore attaching the devices to the dom-
inant wrist, hip and the dominant ankle seemed a promising
choice. These sites are also suggested by research study [1].

The six activities to be recognized were resting, typing,
gesticulating, walking, running and cycling. Resting was
defined as an activity with very low intensity values such as
sitting on a chair or lying down on a couch. For a more realis-
tic situation, brief movements such as stretching or changing
the posture were allowed. We assigned the task of writing
an e-mail on a computer to typing thus it involved typing
on the keyboard and pointing with the mouse. Gesticulat-
ing involved intense hand gestures while standing still or
walking slowly. The above tasks were measured in an office
environment. For a natural setting, walking and running
exercises were performed outdoors with various speeds and
turning around corners due to street obstacles. The cycling
activity was recorded in a gym.

MotionBands were connected to a smartphone to capture
data from the accelerometers. The benefit of this configura-
tion is that it enables collecting data unobtrusively and very
mobile, i.e. the subject could freely engage in either outside
or inside activities. During recording, subjects used the but-
ton of the MotionBand on the wrist to mark the boundaries
between the different activities. Using these markers and
the noted sequence of activities, our software could parti-

tion and annotate the recording samples. Approximately
one second of samples before and after the markers was cut
out to eliminate transitional movements between activities.

Figure 2: Sample intensity values

Figure 2 shows a sample stream of intensity values. The
intensities are considerably different for the examined activ-
ities. Our recognition method is based on this observation.

Feed-forward neural networks were chosen as the tool for
supervised learning of the activities. The learning phase is
done offline on a desktop computer inside the Matlab envi-
ronment. A design choice had to be made between a sin-
gle large neural network and multiple small networks. The
large network could be trained to classify all activities while
the small ones could recognize one particular activity each.
During classification each small network takes the current
intensity values as input and calculates its output. The net-
work producing the highest confidence value is considered
as the winner.

Neural networks performing only one classification task
are considered to be better than one with multiple tasks [4].
Thus we have chosen the small networks over the large one.

In theory, the training phase is computationally intensive
but the recognition is fast. In practice, each perceptron clas-
sifier corresponds to an evaluation of an exponential func-
tion. However, most mobile phones do not have a floating-
point unit (FPU), i.e. they can only simulate real-valued
arithmetic, increasing the processing time. Therefore a net-
work with a small number of perceptrons is employed.

The network has 9 fully-connected neurons in the input
layer, 3 neurons in the hidden layer and one neuron in the
output layer. The tangent sigmoid function was used as
the transfer function. Six such networks were utilized, each
responsible for recognizing one particular activity.

5.1 Classification performance
Teaching of activities was done using the Neural Network

Toolbox in Matlab. The input set consisted of three com-
plete sets of activities recorded by the authors of this paper.
The average number of samples per activity was 1776 and
all three sets had roughly the same size.

Networks were trained in multiple rounds using data from
one subject at a time.



For each network the training set was composed of all the
corresponding positive inputs and an equal number of neg-
ative inputs chosen randomly from the other five activities.
This helped to balance the number of positive and negative
training samples. The networks were trained with ten-fold
cross-validation using the Levenberg-Marquardt backpropa-
gation algorithm. This method is one of the most accurate
algorithms, but due to its O(n2) memory and speed require-
ments it can only be used with small networks. The com-
mon mean squared error (MSE) was used as the performance
function.

To evaluate recognition performance, testing was done us-
ing all data from the subjects. Here utilizing the training
person’s data is reasonable since only a fraction of that was
presented to the network beforehand.

Classification efficiency is generally measured with accu-
racy, i.e. the proportion of the total number of predictions
that are correct. This accuracy may not be an adequate
performance measure when the number of negative cases is
much greater than the number of positive cases. In our case
each network was responsible for classifying only one activ-
ity, i.e. only one sixth of the samples were considered as
positive. Now if all the negative cases were classified cor-
rectly, but none of the positive cases, the accuracy would
still be 83.33%. Here, F-measure as defined in Equation 2
may be a more adequate evaluation method.

F =
(β2 + 1) · P · TP

β2 · P + TP
, (2)

where P (precision) is the proportion of the predicted pos-
itive cases that were correct, TP (true positive or recall rate)
is the proportion of positive cases that were correctly identi-
fied and β has a value from 0 to infinity and is used to control
the weight assigned to TP and P . We set β = 1 and got the
harmonic mean of P and TP , the so called F1-measure.

After the rounds of training and testing, F-measures for
each activity were aggregated using arithmetic mean. These
values can be seen in the first column of Table 1.

Table 1: Classification performance.

F-measure (%)
Activity 9-dimensions 3-dimensions
Resting 61.92 54.29
Typing 72.14 80.28
Gesticulating 81.46 78.63
Walking 92.35 98.09
Running 94.71 99.74
Cycling 75.96 78.74
Average 79.76 81.63

The average recognition rate was 79.76%. Since some al-
terations in activities were allowed it hurt the performance.
During resting, gentle posture changes versus resting peace-
fully caused the relatively low efficiency. The posture changes
involving arm movements caused misclassification between
resting and typing. Good measurements were achieved where
the activity was nearly periodic in the window: walking, run-
ning and cycling. However, the cycling activity was carried
out differently by each one of us: one kept a slow rhythm,
while the other cycled in a fast pace, the third of us alter-
nated between slow and fast periods. This noticeable varia-

tion of intensity reduced the classification performance.
During measurements the proper placement of Motion-

Bands was important. A small misalignment may have caused
changes in the distribution of intensity along the axes. In
order to reduce the sensitivity of the system, as an alter-
native approach, the intensity vector was replaced with a
scalar intensity value, i.e. the sum of the triaxial intensi-
ties. This simplification made the recognition independent
of directions. The corresponding three-dimensional input
set was directly derived from the nine-dimensional measure-
ments. The same training and testing was performed and
the results can be seen in the second column of Table 1.
Classification rates for typing, walking, running and cycling
improved, gesticulating fell slightly. Posture changes in rest-
ing reduced performance even more considerably than in the
nine-dimensional case.

5.2 Recognition on mobile phone
The activity classification system was built as part of our

research project, Sharme. The goal of the project is to cap-
ture personal memories by means of extensive recording. We
have been focusing on data that can be acquired on mobile
phones including phone calls, text messages, photos, etc. An
important aspect of the research is to enhance the recollec-
tion of the recorded memories. Thus for each recorded event
we store additional metadata, e.g. time, location or physical
activity of the person as presented in this paper.

A prototype recording application was implemented for
the Nokia 6630 mobile phone using the Symbian C++ pro-
gramming environment. The activity classification was built
as a module to this program. The phone has a multi-tasking
operating system. This allows us to continuously record in
the background during which the phone can be used for mak-
ing calls or accessing other functionalities without distur-
bance. However, the battery of the mobile phone is a scarce
resource. Mobile software draining the battery quickly could
not be successful. Furthermore, the ARM mobile processor
of the phone is only able to simulate floating-point opera-
tions, slowing down mathematical calculations. In order to
optimize the consumption of the expensive processor and
battery resources, the complexity of the system had to be
reduced as much as possible. This motivated us to employ
small neural networks and intensity values based on the nu-
merical derivatives.

The training of the networks was performed in Matlab
on a powerful desktop computer. The parameters of the
networks, i.e. the weight matrices and the bias vectors rep-
resent the classification knowledge. Networks with the same
topology were implemented for the mobile recognition sys-
tem inheriting the above learnt parameter values.

Recognition on the mobile phone works as follows. The in-
put intensity values are fed into all six activity classifiers and
their outputs are compared. Since tangent sigmoid is used
as the transfer function of the networks, the output values
range from −1 to 1. The output is accepted if the recogni-
tion is at least 95% confident, i.e. the output is greater or
equal than 0.9. If multiple outputs are above this threshold,
i.e. the activity is rather ambiguous, the network with the
highest output is considered to recognize the activity cor-
rectly. In other scenarios one might allow multiple activities
at the same time, e.g. gesticulating while walking. This case
we opted for a single best guess.



6. CONCLUSIONS AND FUTURE WORK
In this paper the architecture and implementation of a

real-time mobile activity recognition system was presented.
Considering the resource constraints of mobile phones, we
have managed to create a system that is able to classify
physical activities with acceptable confidence. In our expe-
rience the recognition was rather insensitive to the training
person’s characteristics thus can be used by other people
without the need of re-training.

As a continuation of this work other algorithms or input
processing methods could be explored. Algorithms presently
suitable only for desktop computers could be soon utilized
on mobile devices. This trend is driven by the increasing
processing capabilities of smartphones, e.g. the new Nokia
N93 phone comes with hardware FPU enabling more com-
plex calculations.

We put emphasis on the practical applicability of the ac-
tivity classification system. By using lightweight and com-
fortable sensors and the person’s mobile phone, activities can
be monitored and recorded throughout a longer period of
time. Our Sharme research project aims to record all kinds
of information that can be gathered on the phone for later
memory retrieval. Archiving the current physical activity
seems to be a useful search criterion for browsing recorded
events. Sharme is designed to be easily extensible with addi-
tional sensing and measurement devices. As sensors become
easily wearable, e.g. weaved into clothing, the smartphone
can be thought of as the aggregator, processor and trans-
mitter of sensory data.
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