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ABSTRACT

In the future mobile networks, a mobile terminal is able to
select the best suitable network for each data transmission.
The selection of a network connection to be used has been
under a lot of study. In this paper, we consider a more exten-
sive case in which we do not select a network connection but
use several network connections simultaneously to transfer
data. When data is transferred using multiple network con-
nections, a network connection has to be selected for each
component of the data. We have modelled this problem
as a multiobjective optimization problem and developed a
heuristic to solve the problem fast in a static network en-
vironment. In this paper, we discuss solving the problem
in a dynamic network environment in which the availabil-
ity as well as the rate and prizing of connections vary. We
introduce an improved version of the heuristic that reacts
to changing network conditions and improves the solution
when possible.

Categories and Subject Descriptors

C.2.1 [Network Architecture and Design]: Wireless
communication; G.1.6 [Optimization]: Integer program-
ming

General Terms

Algorithms

Keywords

Wireless networks, network connection selection, scheduling,
multiobjective optimization, heuristics

1. INTRODUCTION
The number of mobile users and mobile services avail-

able is increasing fast. The increasing amount of transferred
data has created a need for new faster types of transmis-
sion methods. However, the faster the transmission rate is
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the smaller the wireless transmission range usually is. This
progress forces terminal manufacturers to design multimode
devices that can operate using several different kinds of net-
work technologies. When these versatile terminals are used
within an environment where there exist several network
access providers, the users of mobile terminals can choose
both the network access technology and the network access
provider.

In this paper we consider a situation in which it is possible
to use several different kinds of networks from different ac-
cess providers simultaneously. In order to enable using sev-
eral connections at the same time, an intelligent connection
manager is needed to control the multiple seamless connec-
tions. This issue has been studied earlier mainly from the
network-level point of view. However, there is also a need
to take into account user-level parameters when making a
decision on the network connections used. We have consid-
ered the network connection selection from the users point
of view. The user usually wants to transfer data as fast and
as cheaply as possible. Therefore, we consider the rates and
the prices of the connections as the selection criteria. Also
other issues could be taken into account since the solution
method developed is general.

The selection of network connections is made using op-
timization. The optimization problem considered is which
connection to use for transferring each component of the
data. We call this problem the network connection selec-

tion problem (NCS) and it is formulated as a multiobjec-
tive optimization problem where the objective is to mini-
mize both the costs and the time used in transferring. The
NCS problem was first introduced in [10], in which the prob-
lem was formulated as a multiobjective optimization prob-
lem and different multiobjective optimization methods were
compared for solving the problem. In [11] a heuristic for
solving the problem in a static environment was presented.
In this paper, we present an improved dynamic version of
the heuristic that reacts to changing network conditions. We
also discuss some technical issues involving the NCS prob-
lem.

This paper is organized as follows. In the next section, we
discuss technical issues of using multiple network connec-
tions simultaneously. In Section 3, the network connection
selection problem is modelled as a multiobjective optimiza-
tion problem. Solving the problem is discussed in Section 4
where a heuristic algorithm developed for solving the prob-
lem in a static environment is briefly described. Dynamic
environment is considered in Section 5 and the heuristic is
modified to deal with changing network conditions. Sec-
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tion 6 presents an illustrative example, and conclusions are
drawn in Section 7.

2. NETWORKCONNECTIONSELECTION
A current trend in networking is the convergence of dif-

ferent networks, including the process of wired and wireless
networks joining together and forming a single fourth gener-
ation (4G) network. The 4G networks are not dependent on
a certain frequency or a modulation method as the current
generation of networks is [2]. The 4G networks are based on
the idea of roaming between networks, even though those
networks do not share the same technology. The mobil-
ity between different technologies is called vertical roaming,
and it is needed when designing multi-technology networks.
One downside of this mobility between different types of
networks is that an access terminal will become more com-
plicated, since it has to be able to receive and transmit data
using different frequencies and modulations.

A technology that could provide an answer to this prob-
lem is called software defined radio [9]. With the software
defined radio, the radio transceiver module is not hardwired
to decode one particular transmission technology, but it has
the ability to change the communication parameters. In
this kind of a system, it is possible to define separate real-
izations of different types of transceivers as software which
can be saved in the memory of the device. When a different
type of network access is needed, one (or many, depending
on the situation) of the stored transceivers can be loaded to
be actively used. With programmable hardware this active
transmitter/receiver system reconfigures itself at a hardware
level to be able to execute efficiently the selected communi-
cation interface program. This way a network-independent
access can be provided to the application layer.

We believe that in the near future the next generation
networks will make it possible to use multiple network con-
nections simultaneously. The concept of being always best
connected (ABC) introduced by Gustafsson and Jonsson [5]
supports our opinion. The ABC concept means that the
users of mobile terminals have the opportunity of choosing
the network access technology that is most suitable for them.
According to the concept, users will be able to choose also
the access provider. Thus, the selection of the network con-
nection to be used is not limited to a certain network opera-
tor, but the user can use any network connection provided by
any network operator. If the future networks provide this
kind of an inter-operator roaming the operators will start
competing more rigorously, from which the customers will
benefit. Especially, if it was possible to change the network
operator on the fly, it would enable new types of network
access markets to be born.

There are many studies that consider the situation where
there are multiple network connections available [1, 3, 6, 7,
8, 12]. In these studies the aim is to choose a network con-
nection to be used in data transmission. We, however, use
multiple network connections simultaneously and our aim
is to select a network connection for each component of the
data in such a way that the costs and the time used in trans-
ferring are minimized. The optimization method we propose
in this paper can be used, for example, within the framework
presented in [7] or within other similar frameworks. The
framework proposed in [7] includes a virtual network inter-
face that hides the actual physical channels among which the
used network connection is selected. Below the virtual in-

terface there are a policy manager and an interface manager
which together make the selection. The model also requires
one additional system component to monitor the availabil-
ity of the network connections. In this proposal a user can
control the policy manager and thereby affect the selection
of the network connection.

In [3] a method based on multi-attribute decision making
is presented to rank the networks available and to choose
a network connection to be used in data transmission. We
could use this kind of a method to select candidate networks
to be considered in our algorithm. The selected network
connections would be such that it is possible to use them to
transfer data when we consider the properties of both the
mobile terminal and the networks available as well as the
quality of service required. In addition, we could disregard
some network connections if the user finds them to be too
expensive to use. This, however, is not the topic of this pa-
per. From now on, we assume that some kind of a selection
is made, and all the network connections we consider in the
NCS problem are such that it is possible to transfer the data
using them when considering the properties of the terminal
and the quality of service required.

3. MATHEMATICAL MODEL
The NCS problem was first introduced in [10], and it can

be defined as follows. We assume that a mobile terminal
is able to use several different kinds of network connections
simultaneously. The connections are used to transfer data
that consists of separate components that can be transferred
independently. This means that the components can be
transferred using different networks at the same time. The
problem is to decide which network connection should be
used for transferring each data component. The aim is to
minimize the costs and the time used in transferring.

In this section, we present a mathematical model of the
NCS problem originally formulated in [10]. Let us assume
that there are m network connections available in a mobile
terminal and data consisting of n separate components is to
be transferred using the connections. The components are
assumed to be independent of each other so that it is possible
to send them in any order. All the m network connections
are assumed to be such that it is possible to transfer the data
using them. In other words, the quality of service properties
of these connections are suitable for the data transmission
in question.

Let dij , i = 1, . . . , m, j = 1, . . . , n, denote the time that is
needed in transferring component j using connection i, and
let cij be the cost of using connection i to transfer compo-
nent j. We define that a binary variable xij equals one, when
component j is transferred using connection i, otherwise it is
zero. Now, the NCS problem can be stated mathematically
as follows:

minimize

f1(x) = max
i=1,...,m

n
X

j=1

dijxij and f2(x) =
m

X

i=1

n
X

j=1

cijxij

subject to

m
X

i=1

xij = 1, for all j = 1, . . . , n, (1)

xij ∈ {0, 1}, for all i = 1, . . . , m and j = 1, . . . , n. (2)



The objective function f1 denotes the time used in transfer-
ring the components, that is, the connectivity time of the
connection used for the longest time interval. The objec-
tive function f2 expresses the costs of the transfers. The
constraints (1) require that each component is transferred
using exactly one connection. The constraints (1) and (2)
form a set of feasible solutions S, from which the best solu-
tion to the problem is searched.

When the problem is solved, the solution tells which con-
nection is used for transferring each component. It does
not pay attention to the order in which the components are
transferred on each connection because neither the time used
in transfers nor the total costs depend on the order of the
components. The components can be ordered on each con-
nection according to some criteria. They can be transferred,
for example, in the increasing order of their sizes. Note that
in this model, we do not define how the cost of transferring
a component is calculated but only assume that the cost cij

can be expressed for each component j and each connec-
tion i. The cost cij can also be an estimate of the actual
cost as long as the estimates for different connections are
comparable.

4. SOLVING THE PROBLEM
Our aim is to develop an automatic method to solve the

NCS problem fast. In addition, the method can use only
little computational capacity so that it is possible to imple-
ment it as a middleware application in a mobile terminal.
Since we have two objectives, we need a method that quickly
and automatically obtains a good compromise between the
objectives. In [10], we analyzed the main characteristics
of the NCS problem and compared different multiobjective
optimization methods for solving it. We found the follow-
ing method to be the most suitable for our purposes. The
method produces a compromise solution by minimizing the
following function

max
i=1,2

wi

fi(x) − zmid
i

znad
i − z∗

i

+ ρ

2
X

i=1

wi

fi(x) − zmid
i

znad
i − z∗

i

(3)

subject to x ∈ S, where zmid
i is a middle point located in

the middle of the ranges of the objective function, that is,

z
mid
i =

znad
i + z∗

i

2

for i = 1, 2, and z∗ and znad are the ideal and nadir objective
vectors representing the best and worst objective function
values, respectively. The coefficient ρ is a small positive
scalar, and the ratio of the positive weighting coefficients w1

and w2 represents the rate at which the user of the mobile
terminal is willing to trade off values of the objective func-
tions. We use value 0.001 for the coefficient ρ and values 1
and 2 for the weighting coefficients w1 and w2, respectively.
These values were used also in [10].

Before minimizing the objective function (3) the ideal and
nadir objective vectors have to be calculated. The ideal ob-

jective vector z∗ that represents the best values of the objec-
tive functions can be obtained by minimizing each objective
function separately subject to x ∈ S. The nadir objective

vector znad representing the worst values of the objective
functions can be obtained at the same time the ideal objec-
tive vector is calculated since we consider only two objec-
tive functions [4]. Calculating the ideal and nadir objective

vectors means additional computations slowing down the so-
lution method considerably. This can be avoided by using
their approximations because they are mainly needed for
scaling purposes. We use vector (0, 0)T to approximate the
ideal objective vector. The nadir objective vector is esti-
mated from the problem data as follows. The first compo-
nent of the vector is the objective function value f1(x) re-
lated to a solution x where every component is transferred
using the slowest connection. The second component of the
vector is the objective function value f2(x) related to a solu-
tion x where every component is transferred using the most
expensive connection. These estimates may be very rough.
However, the estimates are sufficient for our purposes [10].

Minimizing the objective function (3) is computationally
demanding in the case of the NCS problem because of the
integer variables [11]. In other words, it is time-consuming
to solve large problem instances using exact methods. In ad-
dition, many exact methods require a lot of computational
capacity to solve large integer programming problems. In
mobile terminals, there is not much computational capac-
ity available for this kind of optimization, and the users of
mobile terminals are rarely prepared to wait more than a
very short time. Therefore, we have developed a heuris-
tic to solve the NCS problem [11]. The heuristic minimizes
the objective function (3) approximately, achieving a good
compromise solution. The heuristic is fast and, in addition,
it does not require a lot of computational capacity, which
makes it possible to implement it in a mobile terminal. The
heuristic can be summed up as follows: (For more informa-
tion on the heuristic, see [11].)

1. Initial solution. For each component j = 1, . . . , n,
find the network connection that gives the lowest value
of the objective function (3) for the current partial
problem, and assign the component to the connection.
The current partial problem consists of the component
j and the components that are already assigned (with
fixed assignments). All the connections are included
in the partial problem, and the ideal and nadir objec-
tive vectors are approximated for each partial problem
separately.

2. Improvements. Set the initial solution as the cur-
rent solution. Repeat twice: For each component j =
1, . . . , n, search for the solution having the lowest value
of the objective function (3) among the solutions in
which the component j is transferred using another
link instead of the link used in the current solution and
the assignments of the other components are fixed. Set
the new solution found as the current solution if the
value of the function (3) is lower than in the current
solution.

3. Ordering. Order the components assigned to each
network connection according to some criteria, for ex-
ample, the size. The components will be transferred
in that order.

Note that originally in [11] the improvement phase in Step
2 is repeated until a stopping criterion (not explicitly de-
fined) is satisfied. Because of the computational results pre-
sented in [11], we have decided to repeat the improvement
phase twice. As mentioned earlier, the order in which the
components are transferred has no impact on the time that



it takes to transfer the components nor on the costs of the
transfer. Therefore, we can ignore the order when assigning
the components to the connections and order the compo-
nents afterwards in Step 3. The components need to be
ordered to obtain a transmission schedule which is followed
during the data transmission.

5. DYNAMIC ENVIRONMENT
In the previous section, we briefly presented a heuristic

for solving the NCS problem. The heuristic was developed
assuming a static environment where the properties of the
connections do not change during the transmission. This
kind of an assumption can be made only when the trans-
mission time is short. When the transmission rates and the
prices change during the transmission, a solution given by
the heuristic may need revising. In addition, a network con-
nection can be lost during the transmission if, for example,
the mobile terminal enters an area that is not covered by
that network. Then, the solution given by the heuristic may
become infeasible and changing the solution is necessary in
order to finish the transmission.

In order to cope with a dynamic environment the heuris-
tic needs a rescheduling phase that improves the transmis-
sion schedule when possible during the transmission. The
rescheduling phase takes into account changes in the trans-
mission rates and in the pricing. In rescheduling, a compo-
nent (or several components) is assigned to be transferred
using another connection instead of the connection it is as-
signed to in the (current) schedule. We next describe the
rescheduling phase in more detail.

When a change in the transmission rates or prices occurs,
the amount of change is first controlled. If the change is
larger than a prespecified limit B the rescheduling phase is
run. The limit can be, for example, a certain percentage of
the previous rate or price. The rescheduling phase is not run
if the change in the transmission rates or prices is small be-
cause the solution rarely improves in this case. When there
occur multiple changes at the same time the rescheduling
phase is run if the largest change is large enough.

We also consider the case in which the network connec-
tions can be lost and later return. Now, we first need to
control if a connection is lost or a new connection has ap-
peared. If this is the case, the rescheduling phase is run.
However, now the rescheduling phase begins by assigning
the components that are assigned to the lost connections to
other connections. The components considered here are the
components that have not yet been transferred. In addition,
if the transmission of a component was interrupted when a
connection was lost, this component will also be assigned to
another connection in order to ensure that the transmission
will be finished. The assignment of the components to new
links is done the same way as the initial solution is formed in
the static version of the heuristic: Each component in turn
is assigned to the connection that gives the lowest value of
the objective function (3).

The rescheduling phase searches for the best solution (with
respect to the objective function (3)) to a partial problem

consisting of all the connections currently available and the
components that have not yet been transferred. These com-
ponents are collected into a set C and the network connec-
tions that are currently available are included in a set N .
In addition, a set D is used for the components that are
assigned to lost connections and need to be reassigned to

other connections. The rescheduling phase consists of the
following steps:

1. Initialization. Set C = ∅, D = ∅ and N = ∅. Con-
trol which connections are currently available and add
those connections to the set N . Add to the set C

all the components that are waiting to be transferred
using the connections in N . Remember the current as-
signment of the components to the connections. The
partial problem consists of the connections in N and
the components in C.

2. Initial solution. Form an initial solution to the par-
tial problem:

• If there are no lost connections, the initial solution
is the current assignment of the components in C

to the connections in N . Go to Step 3.

• Otherwise, add all the components assigned to
the lost connections in the set D and remove the
components from the transfer queues of the con-
nections. If a transfer of a component was inter-
rupted when a connection was lost, remove also
this component from the transfer queues and add
it to the set D.

• Form the initial solution. For each component j

in D: Remove the component j from the set D

and add it to the set C. Assign the component j

to the network connection i in N that gives the
lowest value of the objective function (3) to the
partial problem consisting of the components in C

and the connections in N when the component j is
assigned to the connection i and the assignments
of the other components in C are fixed.

3. Rescheduling. Set the initial solution as the current
solution. Use rescheduling to each component j in C:
Form a set of solutions where the component j is as-
signed to another connection instead of the connection
to which it is assigned in the current solution. Select
among the solutions the one having the lowest value
of the objective function (3) to be a rescheduling so-

lution. If the rescheduling solution has a lower value
of the objective function (3) than the current solution,
set the rescheduling solution as the current solution.

It should be noted that we do not order the components
again when rescheduling. The order of the components on
each connection stays the same with the exception that the
components that are moved to other connections are put
last in the transfer queues. This is done at the same time as
the rescheduling and, therefore, we do not have to perform
any ordering afterwards, which saves some computational
time. Remember that the rescheduling phase is run during
the transmission and it should be as fast as possible to avoid
delaying the transfer.

Figure 1 summarizes how the heuristic responds to a change
in the network conditions.

6. ILLUSTRATIVE EXAMPLE
Next we present an example of the NCS problem. We use

the term static heuristic to refer to the heuristic without the
rescheduling phase and the term dynamic heuristic to refer
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Figure 1: Responding to a change in the network

conditions.

to the heuristic using the rescheduling phase. The problem
instance we consider in this section has 86 components that
form a real web page. The components are to be transferred
using a set of eight network connections. The cost of trans-
ferring component j using network connection i is calculated
using formula

cij = k0 + k1

√
ri · sj (4)

where ri is the rate of the connection i (Kbits per second),
sj is the size of the component j in bytes, and k0 and k1 are
connection-specific coefficients. It should be noted that this
formula for calculating the cost is only an example which
shows that the price can consist of a fixed cost and a vari-
able cost. How the cost is calculated has no effect on the
heuristic.

The eight connections form three groups that have differ-
ent parameter values in the pricing model. The groups rep-
resent competing operators that offer similar network con-
nections with different prices. In the first group, the values
for the parameters k0 and k1 are 300 and 1.1, respectively.
In the second group the values are 100 and 2.3, and in the
third group 30 and 0.8, respectively. The rates of the con-
nections are 14.4, 59.2, and 384 Kbits per second in the first
group, 14.4, 59.2, and 115 Kbits per second in the second
group, and in the last group 14.4 and 59.2 Kbits per second.
The cost calculated using the formula (4) is multiplied by
10−5 in order to have it in euros.

Let us now consider a dynamic network environment in
which the rates of the network connections vary during the
data transmission. The original rates of the network con-
nections are assumed to be given by the operators of the
networks and they present the maximum rates of the con-
nections. The actual rates of the connections vary during
the transmission. In addition, it is possible that a network
connection is lost during a transmission due to, for exam-
ple, movement of the mobile terminal. In our simulation,
a change in the transmission rates occurs randomly with a
mean of 0.7 changes in a second per network connection.
When a change in the rate of a network connection oc-
curs, the network connection is lost with a probability of
0.01. Otherwise, the rate of the connection is uniformly dis-
tributed between the maximum rate divided by three and

the maximum rate.
It should be noted that in this simulation example the

pricing is fixed during the transmission and, therefore, the
costs change only when the transmission schedule is changed.
In addition, it should be noted that the number of changes
occurring is large, which corresponds to a situation where
the strength of the signal is weak or the mobile terminal is
moving fast. This kind of a situation was chosen in order to
demonstrate the performance of the dynamic heuristic.

Figures 2 and 3 illustrate the results of a simulation where
the same data is transferred using two different strategies at
the same time in the dynamic environment presented above.
In one of the transmissions, the schedule given by the static
heuristic is followed during the entire transmission. In the
other transmission, the schedule is updated using reschedul-
ing when a change in the transmission rates has occured and
the change is larger than 20 percent of the previous rate.
The times when a change occurs are marked by squares and
circles in the figures. It should be noted that the transmis-
sion rates given to the static heuristic in the beginning of
the simulation are the actual rates, not the maximum rates
given by the operators. Using the maximum rates might
result in a poor solution.

Figure 2 shows how the expected total time needed for
transferring changes during the transmission. How the ex-
pected total costs change during the transmission is depicted
in Figure 3. In this simulation example rescheduling makes
the transmission faster but a bit more expensive. It should
be noted that in this simulation the transmission using the
static heuristic is stopped on a network connection during a
period from 2.59 to 4.22 because the connection is not avail-
able then. (The other network connections are available
and in use also during that period.) Therefore, in Figure
2 the total transmission time is not marked for that period
(because it is not defined). The dynamic heuristic assigns
the components waiting to be transferred on the lost con-
nection to other connections using the rescheduling phase.
Therefore, the transmission using the dynamic heuristic is
not stopped during any period. This makes the total trans-
mission time longer for the transmission using the static
heuristic. However, this is only one reason why the dy-
namic heuristic makes the transmission faster. As we can
see in Figure 2, the time needed for transferring using the
static heuristic grows rapidly already in the beginning of the
transmission. This is caused by a network connection that
slows down considerably. The dynamic heuristic removes
components from the connection keeping the transmission
time shorter but at the same time making the transmission
a bit more expensive.

This simulation example shows how the dynamic heuris-
tic works. In this case, the dynamic heuristic makes the
transmission shorter but a bit more expensive. In other
simulation cases, the result may be the opposite or the dy-
namic heuristic may make the transmission both shorter and
cheaper. Which is then better, to wait longer for the trans-
mission to finish or pay little more for the transmission is
a matter of preference. Our algorithm makes this decision
automatically but, if wanted, user preferences can be taken
into account in the method.

7. CONCLUSIONS
In this paper we have considered a system in which a mo-

bile device can use multiple network connections simultane-
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ously to transfer data. The problem is to select which net-
work connection to use for each component of the data. This
problem is called the network connection selection problem,
and it has been formulated as a multiobjective optimization
problem. To solve the problem, we have presented a simple
but efficient heuristic that takes into account the dynamic
network environment and improves the solution during the
transmission when possible. The heuristic is fast and needs
only little computational capacity and, therefore, it is pos-
sible to use it in mobile terminals during data transmission.

Future work will concentrate on adjusting the parameters
of the heuristic using simulations. The main research ques-
tion will be when it is profitable to use rescheduling. In other
words, we need to determine when the change in the trans-
mission rates and prices is large enough to make improving
the current solution worthwhile.
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