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ABSTRACT
We propose an algorithm for multimodal object localization
with a depth sensor and stereo microphones. For this we
formulate a joint probability distribution of object locations
conditioned upon depth and acoustic observations. Then we
use the maximum a posteriori estimation for object localiza-
tion. For multimodal fusion, we map likelihood of acoustic
observation given time difference of arrival information to
that given object location in a three dimensional space. Our
method offers a principled way to fuse information from mi-
crophones and depth sensors, and experimentally we find
that it reliably locates the object without requiring careful
calibration of the sensors.

1. INTRODUCTION
Multimedia telecommunication systems capable of capturing
and rendering audio-visual scenes of local and remote partic-
ipants have drawn significant attention in recent years. For
capturing audio-visual scenes, most existing systems rely on
controlled environments, which are expensive to build be-
cause it requires acoustic treatment and/or controlled light-
ing. In uncontrolled environments, the quality of captured
audio-visual scenes deteriorates dramatically and hinders
the system’s ability to support seamless collaboration among
remote participants. For effective interactions it is impor-
tant to capture audio-visual scenes in higher quality and
extract useful information such as human faces or gestures.
Multimodal sensor arrays consisting of cameras and micro-
phones have been the most popular choices for this pur-
pose [5, 8, 13].

The main advantage and motivation to use multimodality is
to achieve better performance than each individual modal-
ity. For example, harsh illumination may cause face detec-
tion algorithms to fail while it does not affect performance
of acoustic source localization. Multimodal object localiza-
tion with audio-visual fusion is one of the most well-studied
topics in the literature [5, 8, 9, 15, 14].

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, requires prior spe-
cific permission and/or a fee. Immerscom 2009, May 27-29, 2009, Berkley,
USA. Copyright c©2009 ICST ISBN # 978-963-9799-39-4

For acoustic modality, audio signals captured at a pair of
microphones can be used for finding time difference of ar-
rival through the generalized cross correlation method [11],
which can be extended to the steered response power method
(SRP) for an array with more than two microphones [6]. One
of the most challenging problems with multimodal sensor ar-
rays is to fuse information from heterogeneous sensors [15].

Fusion of the source location found through the acoustic and
visual information has been achieved through state-space
model [17]. State-space provides means to tie observations
from different modalities and suitable for tracking sources
because we can dynamically update states from multimodal
observations. In particular, Kalman filtering [9, 15] and Par-
ticle filtering [17, 8] have been the most popular methods for
the state-space approach in the literature.

In this paper, we investigate how observations from a micro-
phone array can be fused with those from a depth camera,
an emerging class of sensors. Depth cameras are active de-
vices that measure the time-of-flight (TOF) of infrared light
pulses and are able to measure 3D depth in real time. Until
recently, TOF depth sensors are large, exotic, and expen-
sive devices but in the past few years they have become
cheaper, smaller, and therefore viable in many applications.
Researchers have started to study this new class of sensors
and it has been shown that fusing depth sensors synergisti-
cally with multiple conventional cameras improves the per-
formance of stereo 3D reconstruction algorithms [19].

For multimodal fusion between a depth sensor and stereo mi-
crophones, our method finds a joint probability distribution
function (PDF) of having an object in a three dimensional
space based on acoustic and depth observations. With the
proposed probabilistic model we use the maximum a poste-

riori (MAP) estimation method for multimodal object lo-
calization.

2. ACOUSTIC OBJECT LOCALIZATION
This section describes a method for estimating time differ-
ence of arrival (TDOA) with a pair of microphones. Our
approach is to apply generalized cross correlation (GCC)
between signals prefiltered via frequency weighting in the
Fourier domain. We show that under some conditions and
with the appropriate frequency weighting, the GCC method
becomes an approximation of the Maximum-Likelihood (ML)
TDOA estimation.
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2.1 Time Difference of Arrival Estimation
If we consider two microphones capturing sound from an
object, signal at each microphone during an observation in-
terval t ∈ [(n − 1)T, nT ], for n = 1, 2, · · · can be modeled
as

xn
1 (t) = an

1 (t) ∗ s(t) + v1(t)

xn
2 (t) = an

2 (t) ∗ s(t) + v2(t),
(1)

where an
1 (t) and an

2 (t) denote the impulse response from the
object to each microphone, s(t) is the signal from the object,
v1(t) and v2(t) denote noise signals at each microphone, ∗
denotes the convolution operator, and superscript n denotes
frame number. For mathematical formulation, we assume
xn

1 (t) and xn
2 (t) are quasi-stationary, i.e., within a frame

with interval T , the impulse responses are deterministic and
both signal and noise are stationary random processes each
with zero mean.

In multipath environments where there exist reflections against
walls and other objects, we can consider the impulse re-
sponse as a direct path followed by a series of reflections,
which are treated as components in noise. Then Eq. (1)
becomes

xn
1 (t) = αn

1 s(t − τn
1 ) + v1(t)

xn
2 (t) = αn

2 s(t − τn
2 ) + v2(t),

(2)

where τn
1 and τn

2 represent the propagation delays of the
direct paths and αn

1 and αn
2 are signal attenuation due to

propagation, all for the nth frame. With this model, TDOA
estimation is a problem to find τn = τn

2 − τn
1 , a relative

propagation delay between two microphones.

2.2 Generalized Cross Correlation Method
Generalized cross correlation (GCC) method computes the
cross correlation of prefiltered signals y1(t) = h1(t) ∗ x1(t)
and y2(t) = h2(t) ∗ x2(t) and find the time delay which
maximizes the cross correlation Ry1y2

(τ) = E[y1(t)y2(t+τ)]

τ̂ = arg max
τ

Ry1y2
(τ). (3)

For simplicity, superscript n has been omitted for the re-
mainder of this paper.

The cross power spectral density at the kth frequency bin,
in terms of the N -point discrete Fourier transform (DFT) of
the cross correlation can be expressed as

φy1y2
[k] = ψ[k]φx1x2

[k], (4)

where ψ[k] = H1[k]H∗

2 [k] is referred to as a generalized pre-
filter [11]. The purpose of using ψ[k] is to make the cross cor-
relation have a distinctive peak at the true time delay when
noise and reflections are present. We typically estimate the
cross power spectral density using the periodogram, i.e.,
φx1x2

[k] = 1
N

X1[k]X∗

2 [k]. Then Eq. (3) can be expressed
in terms of the inverse DFT (IDFT) of Eq. (4)

∆̂ = arg max
∆

1

N

N−1
X

k=0

ψ[k]X1[k]X∗

2 [k]ej 2πk

N
∆, (5)

where ∆ = fsτ is a TDOA in the discrete time domain
with fs denoting the sampling frequency. Various frequency
weightings are well summarized in [11]. Among those, the

phase transform (PHAT) frequency weighting

ψPHAT [k] =
1

|X1[k]X∗

2 [k]| (6)

has been the most popular choice among the prefilters due
to its robustness in reverberant environments [4].

2.3 Maximum-Likelihood TDOA Estimation
Knapp and Carter [11] showed that the ML-TDOA can be
considered as a GCC method by assuming that the source
and noise are uncorrelated random processes with Gaussian
distribution in the time domain. Using the central limit the-
orem [16], we can relax the Gaussian distribution assump-
tion to any probability distribution in the time domain [7].

With those assumptions, we can formulate the joint prob-
ability distribution function (PDF) of the DFT coefficients
in the kth frequency bin as [11]

p(X1[k], X2[k]
˛

˛∆) =
1

π2|Qk|
e−X[k]HQ

−1

k
X[k], (7)

where X[k] = [X1[k]X2[k]]T and Qk is a covariance matrix
of signals X1[k] and X2[k] defined as

Qk = E[X[k]X[k]H ]

=

»

E[X1[k]X1[k]∗] E[X1[k]X2[k]∗]
E[X2[k]X1[k]∗] E[X2[k]X2[k]∗]

–

= N

»

φx1x1
[k] φx1x2

[k]
φ∗

x1x2
[k] φx2x2

[k]

–

= N

"

φss[k] + φv1v1
[k] φss[k]e−j 2πk

N
∆

φss[k]ej 2πk

N
∆ φss[k] + φv2v2

[k]

#

,

(8)

where φss[k], φv1v1
[k], and φv2v2

[k] denote power spectral
densities of source and noise at each microphone and super-
scripts T and H denote transpose and complex conjugate
transpose respectively. Note that the last equality is based
on the assumption that V1[k] and V2[k] are not correlated
with each other nor with the source signal S[k], and that
attenuation due to propagation is negligible.

Provided that we know the covariance matrix Qk, which is
a function of the time delay ∆ and cross spectral densities
of signal and noise according to Eq. (8), the ML estimation

∆̂ML of the time delay is

∆̂ML = arg max
∆

N−1
Y

k=0

p(X1[k], X2[k]
˛

˛∆) (9)

and it has been shown that [11]

∆̂ML = arg max
∆

1

N

N−1
X

k=0

GML[k]ej 2πk

N
∆, (10)

where

GML[k] =
|φx1x2

[k]|
φx1x1

[k]φx2x2
[k] − |φx1x2

[k]|2 X1[k]X∗

2 [k]. (11)

According to Eq. (5), we can consider

ψML[k] =
|φx1x2

[k]|
φx1x1

[k]φx2x2
[k] − |φx1x2

[k]|2 (12)

as a ML prefilter in the GCC framework [11].
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Even though the ML-TDOA estimate in Eq. (12) is opti-
mal and achieves the Cramér-Rao lower bound [11], its op-
timality is dependent upon the availability of cross spectra,
which can only be estimated for quasi-stationary processes.
In practice their inaccurate estimates degrade the accuracy
of the TDOA. In the following section, alternative frequency
weightings for ML-TDOA will be presented.

2.4 ML-TDOA Based on Phase Variance Es-

timation
Knapp and Carter [11] also showed that the ML frequency
weighting in Eq. (12) can be expressed as a function of vari-
ance of the cross-spectrum phase, var[θk] [10, p. 379]

ψML[k] ≈ 1

|X1[k]X∗

2 [k]|var[θk]
, (13)

where θk = ∠X1[k]X∗

2 [k]. Note that a frequency component
with var[θk] = 0 allows for a perfect TDOA, in correspon-
dence with the infinite weight as given by Eq. (13).

Based on this, Brandstein et al. [3] proposed an Approxi-
mated ML (AML) frequency weighting by estimating var[θk]
by assuming that at each microphone the phase variance is
inversely proportional to the a posteriori SNR |Xl[k]|2/|Vl[k]|2,
for l = 1, 2 and that var[θk] is a sum of independently esti-
mated phase variances

ψAML[k] =
|X1[k]||X2[k]|

|V1[k]|2|X2[k]|2 + |V2[k]|2|X1[k]|2 , (14)

which is shown to be more robust than the original ML
weighting [2] and outperforms the PHAT weighting at low
SNR [3]. Equation (14) is often referred to as the ML weight-
ing instead of the original ML weighting of Eq. (12) in the lit-
erature [18]. Note that in order to apply the AML weighting
we still need to have the noise spectra available. This knowl-
edge is seldom available in practice, and is one of the main
reasons that the PHAT method, requiring no such knowl-
edge, is popular.

Recently, Lee et al. [12] proposed a method for estimating
the ML frequency weighting in Eq. (13) by blindly estimat-
ing the phase variance. In particular, based on the complex
Gaussian model in Eq. (7), they showed that

var[θk] ≈
q

log |Σ̄k|−2, (15)

where Σ̄k is the mean of the observed complex phase ejθk ,
which gives the following ML frequency weighting

ψPML[k] =
1

|X1[k]X∗

2 [k]|
p

log |Σ̄k|−2
. (16)

This frequency weighting has been shown to be more robust
than PHAT weighting in Eq. (6) without requiring knowl-
edge of signal and noise statistics [12].

3. MULTIMODAL FUSION AND OBJECT

LOCALIZATION
In Section 2, we described a probabilistic model for acoustic
object localization via ML-TDOA and tracking via MAP-
TDOA methods. In this section we present a method to
fuse the acoustic modality to the depth information in or-
der to find the posterior probability of object location. For

simplicity we assume that the interval T for the audio frame
is equivalent to the duration of each depth information cor-
responding to the refresh rate of the depth sensor. Also we
consider that we know the locations of the depth sensor and
microphones.

3.1 Multimodal MAP Localization
For multimodal object localization, our purpose is to find
the object location L = (i, j, k) in a three-dimensional space.
We denote a set of acoustic observations as

SA =
˘

X1[k], X2[k]
˛

˛k = 1, 2, · · · , N
¯

consisting of 2N complex variables, and a set of depth ob-
servations as

SD =
˘

lp
˛

˛p = 1, 2, · · · , P
¯

,

where lp = (ip, jp, kp, Ip) is the depth sensor reading at the
pth pixel with ip, jp, kp denoting the object location and Ip

denoting the corresponding signal intensity where P denotes
the total number of pixels of the depth sensor.

Given these observations, we formulate the MAP estimation
of the object location as

L̂MAP = arg max
L

p(L
˛

˛SA,SD)

= arg max
i,j,k

p(i, j, k
˛

˛SA,SD)
(17)

We assume that acoustic and depth observations are inde-
pendent with each other and use the Bayes’ rule to rewrite
Eq. (17) as

L̂MAP = arg max
i,j,k

p(SA,SD

˛

˛i, j, k)p(i, j, k)

= arg max
i,j,k

p(SA

˛

˛i, j, k)p(SD

˛

˛i, j, k)p(i, j, k)

= arg max
i,j,k

p(SA

˛

˛i, j, k)p(i, j, k
˛

˛SD)

(18)

We see that Eq. (18) consists of two components, p(SA

˛

˛i, j, k)
a likelihood of acoustic observation for object located at
(i, j, k) and p(i, j, k

˛

˛SD) a posterior PDF of object location
given depth information. They will be described in more
detail in the following sections.

3.2 Likelihood of Acoustic Observation Given

Object Location
In Section 2, we described the likelihood of a set of acoustic
observations SA conditioned upon ∆ = fsτ . In order to
solve Eq. (18), we need to find a likelihood conditioned upon
(i, j, k) instead of ∆.

We can show that any points on a surface of a hyperboloid
can be candidates of any given TDOA. In other words, for
microphones positioned along the i axis with their center
located at i = 0, any points satisfying the following condition
share the same ∆

i2

b2
− j2

a2 − b2
− k2

a2 − b2
= 1, (19)

where b = c∆/2fs, c is propagation speed of acoustic wave-
fronts, and a is a half of the distance between two micro-
phones. In other words, any given ∆ corresponds to a hy-
perboloid in 3D space. An example can be seen in Fig. 1 (c).
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Since we know the likelihood of observing SA given ∆ from
Eq. (9) we can compute likelihoods of all possible object
locations by finding corresponding ∆ using Eq. (19).

3.3 Posterior PDF Given Depth Information
The posterior PDF p(i, j, k

˛

˛lp) given the depth sensor read-

ing from the pth pixel is modeled as a Gaussian PDF with
an assumption that i, j, and k are independent. Then we
find

p(i, j, k
˛

˛lp) =
1

`√
2πσp

´3×

exp



− (i − ip)2 + (j − jp)
2 + (k − kp)2

2(σp)2

ff

,

(20)

where (σp)2 is the variance modeled as inversely propor-
tional to the signal strength Ip. Once we find the PDF given
the each pixel reading of the depth sensor with Eq. (20), we
model the entire posterior PDF p(i, j, k

˛

˛SD) as a Gaussian
Mixture Model (GMM) with equal weight for each mixture,
i.e.,

p(i, j, k
˛

˛SD) =
1

P

P
X

p=1

p(i, j, k
˛

˛lp). (21)

4. EXPERIMENTS
In order to validate our method, we used a TOF sensor from
Canesta [1] and a pair of omnidirectional microphones. We
placed the depth sensor between the two microphones for
them to share the same origin along the i axis. Microphone
spacing has been chosen to be 15 centimeters and sampling
rate of 48 kHz was used for experiments. We recorded the
audio data and depth data simultaneously. The raw depth
sensor output SD = {i, j, k, I} is a set of (i, j, k) points with
corresponding signal intensity I in 3D.

Fig. 1(b) shows the raw depth sensor output projected onto
the i− k plane, where the i-axis passes through the two mi-
crophones and the k-axis is parallel to the depth sensor’s
optical axis. For synchronization purposes we also record a
third audio channel which has short acoustic pulses gener-
ated as each depth sensor frame is captured. We found that
the sensor setup did not need to be precisely calibrated.
We confirmed this in Fig. 1(b), where the depth sensor out-
put is plotted along with the hyperboloid corresponding to
the maximum-likelihood TDOA (shown as a blue curve).
Clearly, the hyperboloid passes through the location of the
portable white noise generator, confirming that the multi-
modal sensor data are well-aligned. Figure 1(c) shows a slice
of the 3D joint PDF along the maximum-likelihood TDOA
hyperboloid. Figure 2 shows the 3D PDFs of the depth sen-
sor, microphones, and the joint multimodal PDF. By fusing
information from the two different sensor modalities, the 3D
localization solution can be found.

5. CONCLUSION AND FUTURE WORK
We have presented a method for object localization using a
pair of microphones and a TOF depth sensor. Our method
offers a principled method for fusing multimodal data and
we have experimentally shown that it is able to located ob-
jects reliably. We also found that the method works without

(a)

−0.5 0 0.5
0

0.5

1.0

1.5

2.0

i

k

(b)

(c)

Figure 1: Multimodal object localization result. (a)
RGB image of the scene. (b) Localization: the hy-
perboloid corresponding to the maximum-likelihood
TDOA is shown as a blue curve. Clearly the curve
passes through the location of the noise generator.
(c) A slice of the 3D joint PDF along the maximum-
likelihood TDOA hyperboloid. The maximum a pos-

teriori localization solution is indicated with an ar-
row.
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Figure 2: Multimodal joint 3D PDF in the spatial domain. (a), (b) Front and top view of the 3D PDF from
the depth sensor. (c), (d) Front and top views of the 3D PDF from the pair of microphones. (e), (f) Joint 3D
PDF. Frontal views correspond to the view shown in Fig. 1(a) and top views correspond to the view shown
in Fig. 1(b). Clearly object localization is much easier in the joint PDF than the separate depth and acoustic
PDFs which are fairly noisy.
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requiring careful calibration of the sensor setup. We believe
the mathematical framework we developed can be naturally
extended to solve the tracking problem, and in future work,
we would like to create a method for real-time object track-
ing.
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